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Kapitel I

Galois theory

§ 1 Algebraic field extensions

Notations 1.1 If k, L are fields and K Ď L, L{k is called a field extension. The dimension

rL : ks :“ dimk L of L considered as a k-vector space, is called the degree of the field extension

of L over k. A field extension L{k is called finite, if rL : ks ă 8. The polynomial ring over k is

defined as

krXs :“

#

f “
n
ÿ

i“0

aiX
i

ˇ

ˇ

ˇ

ˇ

n ě 0, ai P k @i P t0, ..., nu, an ‰ 0

+

Y t0u.

Reminder 1.2 Let L{k a field extension, α P L, f P krXs.

(i) fpαq is well defined.

(ii) φα : krXs Ñ L, f ÞÑ fpαq is a homomorphism.

(iii) impφαq :“ krαs is the smallest subring of L containing k and α.

(iv) kerpφαq “
 

f P krαs
ˇ

ˇ fpαq “ 0
(

Ÿ krXs is a prime ideal.

(v) kerpφαq is a principle ideal.

(vi) If fα ‰ 0 and the leading coefficient of fα is 1, fα is called the minimal polynomial of α,

i.e. fαpαq “ 0 and fα is the polynomial of smallest degree with this property. In this case,

fα is irreducible and kerpφαq “ pfαq is a maximal ideal.

(vii) Then Lα :“ krXs
L

kerpφαq “ krXs
L

pfαq is a field.

(viii) We have krαs “ impφαq – krXs
L

kerpφαq “ Lα, if fα ‰ 0. Moreover krαs “ kpαq, where

kpαq is the smallest field containing k and α. In particular, 1
α P krαs.

(ix) The degree of the field extension krαs{k is rkrαs : ks “ degpfαq.

proof. (ii) For f, f1, f2 P krXs, λ P k we have

pf1 ` f2qpαq “ f1pαq ` f2pαqandpλfqpαq “ λfpαq

(iii) Clear.
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(iv) Let f, g P krXs such that f ¨ g, P kerpφαq: Then

0 “ pf ¨ gqpαq “ fpαq ¨ gpαq

and since L has no zero divisors, fpαq “ 0 or gpαq “ 0 and hence f P kerpφαq or g P kerpφαq

(v) Remember that the polynomial ring is euclidean. Take fα P kerpφαq of minimal degree. We

will show, that kerpφαq is generated by fα. Let g P kerpφαq arbitrary and write

g “ q ¨ fα ` r with q, r P krXs, degprq ă degpfαq or r “ 0.

Since r “ q ¨ fα P kerpφαq and the choice of fα, degprq ć degpfαq, hence r “ 0 ñ g P pfαq.

(vi) If fα “ g ¨ h, either gpαq “ 0 or hpαq “ 0. As above, this implies g P k or h P kˆ, i.e. f or

g is irreducible. Now assume, there is and ideal I P krXs satisfying pfαq Ĺ I Ĺ krKs. Let

g P Izpfαq, such that pgq “ I. Such a g exists by proof of (v). Then fα “ g ¨ h, h P krXs.

This implies, that either g or h is a constant polynomial, hence a unit. In the first case,

I “ krXs and in the second one I “ pfαq, which implies the claim.

(vii) We show the more general argument: If R is a ring, mŸR a maximal ideal, then R {m is a

field. Let a P R {m for some a P R, a ‰ 0. Let I :“ pm, aq the smallest ideal in R containing

m and a. Since a ‰ 0, hence a R m we have m Ĺ I and since m is a maximal ideal, I “ R.

Hence 1 P I, so we can write 1 “ x` ab for some x P m and b P R. Then we get

1 “ x` ab “ x` ab “ ab,

hence a is invertible in R {m .

(viii) Let

fα “
n
ÿ

i“0

aiX
i

Note, that an “ 1 and a0 ‰ 0, since fα is irreducible. We get

ùñ 0 “ fαpαq “
n
ÿ

i“0

aiα
i “ a0 ` a1α` ¨ ¨ ¨ ` anα

n

ùñ a0 “ ´α ¨
`

a1 ` a2α` ¨ ¨ ¨ ` an´2α
n´2 ` αn´1

˘

ùñ 1 “ ´α ¨

ˆ

a1

a0
`
a2

a0
α` ¨ ¨ ¨ `

an´2

a0
αn´2 `

1

a0
αn´ 1

˙

ùñ
1

α
“ ´

a1

a0
´
a2

a0
α´ ¨ ¨ ¨ ´

an´2

a0
αn´2 ´

1

a0
αn´1

Hence 1
α P krXs and krXs is a field.

(ix) The family t1, α, . . . , αn´1u forms a basis of krαs as a k-vector space. l

Example 1.3 Let k “ Q, L “ C, α “ 1 ` i, β “
?

2. Then the minimal polynomials of α and

β are
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fα “ pX ´ 1q2 ` 1, fβ “ X2 ´ 2.

Proposition 1.4 (Kronecker) Let k be a field, f P krXs, degpfq ě 1.

Then there exists a finite field extension L{k and α P L, such that fpαq “ 0.

proof. W.l.o.g. we may assume, that f is irreducible, since f “ g ¨h “ 0 ñ g “ 0 or h “ 0. Then

by 1.2 pfq “
 

f ¨ g
ˇ

ˇ g P krXs
(

is a maximal ideal and L :“ k
L

pfq is a field.

Clearly k is a subfield of L, since pfq does not contain any constant polynomial, i.e., if

π : krXs ÝÑ krXs
L

pfq

denotes the residue map, we have kerpπq X k “ t0u, hence π|k is injective. Write

f “
n
ÿ

i“0

aiX
i.

Then we have

f pπpXqq “
n
ÿ

i“0

aiπpXq
i “

n
ÿ

i“0

πpaiqπpXq
i “ π

˜

n
ÿ

i“0

aiX
i

¸

“ πpfq “ 0,

hence α :“ πpXq is a zero of f in L. Moreover L{k is finite with degree rL : ks “ degpfq “ n,

since t1, α, . . . , αn´1u is basis of L as a k-vector space. For the independence write

n´1
ÿ

i“0

λiα
i “ 0, λi P k.

Assume, there is 0 ď j ď n´ 1 with λj ‰ 0. Then the polynomial

g “
n´1
ÿ

i“0

λiX
i

satisfies gpαq “ 0 with degpgq ă degpfq, which is not possible by irreducibility of f . It remains

to show, that L is generated by the powers of α. We have αn ` an´1α
n´1 ` ¨ ¨ ¨ ` a1α` a0 “ 0,

hence we write

αn “ ´
`

an´1α
n´1 ` ¨ ¨ ¨ ` a1α` a0

˘

P p1, . . . , αn´1q.

By induction on n, we get αk P p1, . . . , αn´1q for all k ě n. l

Example 1.5 Let k “ Q, f “ Xn ´ a for some a P Q. For now we assume that f is irreducible

(we may be able to prove this later). Then

L :“ QrXs
L

pfq “ QrXs
L

pXn ´ aq – Qr n
?
as “ Qp n

?
aq

and the degree of the extension is equal to n.
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Definition 1.6 Let L{k a field extension, α P L.

(i) α is called algebraic over k, if there exists f P XrXszt0u, such that fpαq “ 0.

(ii) Otherwise α is called transcendental.

(iii) L{k is called an algebraic field extension, if every α P L is algebraic over k.

Proposition 1.7 Every finite field extension L{k is algebraic.

proof. Let α P L, n :“ rL : ks the degree of L{k. Then 1, α, . . . αn are linearly dependant over k,

i.e. there exist λ0, ..., λn P k, λj ‰ 0 for at least one 0 ď j ď n, such that

n
ÿ

i“0

λiα
i “ 0.

Hence the polynomial

f “
n
ÿ

i“0

λiX
i ‰ 0

satifies fpαq “ 0, thus α is algebraic over k. Since α was arbitrary, L{k is algebraic. l

Proposition 1.8 Let L{k a field extension, α, β P L.

(i) If α, β are algebraic over k, then α` β, α´ β, α ¨ β are also algebraic over k.

(ii) If α ‰ 0 is algebraic over k, then 1
α is also algebraic over k.

(iii) kL :“
 

α P L
ˇ

ˇα is algebraic over k
(

Ď L is a subfield of L.

proof. (i) Since α P L is algebraic over k ñ krαs “ kpαq is a finite field extension of k. Since

β is algebraic over k ñ β is algebraic over krαs, hence pkrαsq rβs{krαs is a finite field

extension. Further, we have

k Ď kras Ď pkrαsq rβs “ krα, βs.

Thus krα, βs{k is algebraic with Proposition 1.5. This implies the claim, as α ` β, α ´ β,

α ¨ β P krα, βs.

(ii) If α ‰ 0, 1
α is algebraic over k with part (i).

(iii) Follows from (i) and (ii). l

Definition + proposition 1.9 Let k be a field, f P krXs, degpfq “ n.

(i) A field extension L{k is called a splitting field of f , if L is the smallest field in which f

decomposes into linear factors.

(ii) A splitting field Lpfq exists.

(iii) The field extension Lpfq{k is algebraic over k.

(iv) For the degree we have rLpfq : ks ď n!.

proof.

(ii) Do this by induction on n.
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n=1 Clear.

n>1 Write f “ f1 ¨ ¨ ¨ fr with irreducible polynomials fi P krXs. Then f splits if and only

every fi splits. Hence we may assume that f is irreducible

Consider L1 :“ k
L

pfq . Then f has a zero in L1; say α. Then we have L1 “ krαs. Now

we can write f “ pX ´ αq ¨ g for some g P krXs with degpgq “ n ´ 1. By induction

hypothesis, there exists a splitting field Lpgq for g. Then f splits over Lpgqrαs.

(iii) Follows by part (iv) and Proposition 1.5

(iv) Do this again by induction.

n=1 Clear.

n>1 In the notation of part (ii) we have rkrαs : ks “ degpfq “ n. By the multiplication

formula for the degree and induction hypothesis we have

rLpfq : ks “ rLpgqrαs : ks “ rLpgqrαs : Lpgqs ¨ rLpgq : ks ď n ¨ pn´ 1q! “ n!

Definition + proposition 1.10 Let k be a field.

(i) k is called algebraically closed, if every f P krXs splits over k.

(ii) The following statements are equivalent:

(1) k is algebraically closed

(2) Every nonconstant polynomial f P krXs has a zero in k.

(3) There is no proper algebraic field extension of k.

(4) If f P krXs is irreducible, then degpfq “ 1.

proof. ’(1) ñ (2)’ Let f P krXs be a non-constant polynomial of degree n. Then f splits over k,

i.e. we have a presentation

f “
n
ź

i“0

pX ´ λiq

with λi P k for 1 ď i ď n. Every λi is a zero. Since n ě 1, we find a zero for any nonconstant

polynomial.

’(2) ñ (3)’ Assume L{k is algebraic, α P L. Let fα be the minimal polynomial of α. By assump-

tion, fα has a zero in k. Since fα is irreducible, we must have fα “ X ´ α, hence α P k,

since f P krXs.

’(3) ñ (4)’ Let f P krXs irreducible. Then L :“ krXs
L

pfq is an algebraic field extension. By

(3), L “ k, hence 1 “ rL : ks “ degpfq.

’(4) ñ (1)’ For f P krXs write f “ f1 ¨ ¨ ¨ fr with irreducible polynomials fi for 1 ď i ď r.

With (4), degpfiq “ 1 for any i, hence f splits. l

Lemma 1.11 Let k be a field. Then there exists an algebraic field extension k1{k, such that every

f P krXs has a zero in k1.
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proof. For every irreducible polynomial f P krXs introduce a symbol Xf and consider

R :“ kr
 

Xf

ˇ

ˇf P krXs irreducible
(

s Ě k.

Monomials in R look like

g “ λ ¨Xn1
f1
Xn2
f2
¨ ¨ ¨Xnk

fk

with λ P k, ni P N. Let I P R be the ideal generated by the fpXf q, f P krXs irreducible. The

following claims prove the lemma:

Claim (a) I ‰ R

Claim (b) There exists a maximal ideal m P R containing I.

Claim (c) k1 “ R {m

To finish the proof, it remains to show the claims.

(a) Assume I “ R. Then 1 P I, i.e.

1 “
k
ÿ

i“1

gfifi pXfiq

for suitable gfi P R. Let L{k be a field extension in which all fi have a zero αi. Define a

ring homomorphism by

π : R ÝÑ L, Xf ÞÑ

$

&

%

αi, f “ fi

0, otherwise
Then we obtain

1 “ πp1q “ π

˜

k
ÿ

i“1

gfifi pXfiq

¸

“

k
ÿ

i“1

πpgfiqfi pπpXfiqq “

k
ÿ

i“1

πpgfiqfi pαiq “ 0,

hence our assumption was false and we have I ‰ R.

(b) Let S be the set of all proper ideals of R containing I. By claim 2, I P S. Let now

S1 Ď S2 Ď S3 Ď . . .

be elements of S. More generally let N be a totally ordered subset of S and

S :“
č

JPN

J

Then S P S, hence S is nonempty. By Zorn’s Lemma we know that S contains a maximal

element m ‰ R. Then m is maximal ideal of R, since an ideal J P R satisfying m Ĺ J Ĺ R

is contained in S, which is a contradiction considering the choice of m.

(c) Clearly k1 is a field extension of k. Let f P krXs be irreducible and

π : R ÝÑ k {m denote the residue map. Then

fpXf q P I Ď m
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i.e. we have

πpXf q “ 0

and thus f pπpXf qq “ 0. Hence πpXf q is algebraic over k.

Since k1 is generated by the πpXf q, k1{k is algebraic, which finishes the proof. l

Theorem 1.12 Let k be a field. Then there exists an algebraic field extension k{k such that k

is algebraically closed. k is called the algebraic closure of k.

proof. By Lemma 1.9 there is an algebraic field extension k1{k, such that every f P krXs has a

zero in k1. Then let

k0 :“ k, k1 “ k10, k2 “ k11, ki`1 “ k1i for i ě 1

Clearly ki is algebraic over k for all i P N0 and ki Ď ki`1. Define

k :“
ď

iPN0

ki

Then k{k is an algebraic field extension. For f P krXs we find i P N0 with f P kirXs, hence f

has a zero in ki. With proposition 1.8, k is algebraically closed. l

§ 2 Simple field extensions

Definition 2.1 A field extension L{k is called simple, if there exists some α P L such that

L “ krαs.

Example 2.2 Let f P krXs be irreducible, L :“ krXs
L

pfq . Then L “ krαs where α “ πpXq “

X and π : krXs ÝÑ L denotes the residue map. Conversely, if L{k is simple and algebraic, then

L “ krαs for some algebraic α P L. Let f P krXs be the minimal polynomial of α over k, then

L “ krαs “ kpαq “ krXs
L

pfq .

Proposition 2.3 Let L be a field. Then any finite subgroup G of the multiplicative group Lˆ is

cyclic.

proof. Let α P G be an element of maximal order, n :“ ordpαq. Define

G1 :“ tβ P G : ordpβq
ˇ

ˇnu

We first show G1 “ G and then G1 “ pαq. Let β P G, m :“ ordpβq. Then

ordpαβq “ lcmpm,nq ď n
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by the property of n. Thus m
ˇ

ˇn and β P G1 and hence G Ď G1. Since G1 Ď G by definition, we

have G1 “ G. Let now γ P G1. We have γn “ 1, hence γ is zero of

f “ Xn ´ 1

f has at most n zeros, but since |pαq| “ n, we have pαq “ G1 which finishes the proof. l

Corollary 2.4 Let k be a finite field. Then every finite field extension L{k is simple.

proof. We have |L| “ |k|rL:ks and thus L is also finite. With proposition 2.2 there exists some

α P L such that Lˆ “ Lzt0u “ pαq, hence L “ krαs, which proves the claim. l

Remark 2.5 Let L{k be a finite field extension, f P krXs and α P L a zero of f . Let k be an

algebraic closure of k and σ : L ÝÑ k a homomorphism of field such that σ|k “ idk. Then σpαq

is a zero of f .

proof. Write

f “
n
ÿ

i“0

aiX
i

with coefficients ai P k, hence we have σpaiq “ ai for 0 ď i ď n. We obtain

f pσpαqq “
n
ÿ

i“0

ai pσpαqq
i
“

n
ÿ

i“0

σpaiq pσpαqq
i
“ σ

˜

n
ÿ

i“0

aiα
i

¸

“ σ pfpαqq “ σp0q “ 0,

which finishes the proof. l

Theorem 2.6 Let L{k be a finite field extension of degree n :“ rL : ks and k an algebraic closure

of k. If there exist n different field homomorphisms σ1, . . . σn : k ÝÑ L such that σi|k “ idk, then

L{k is simple.

proof. Let L “ krα1, ..., αrs for some r ě 1 and αi P L. Prove the statement by induction on r.

r=1 L “ krα1s, hence L is simple.

r>1 Let now L1 “ krα1, . . . αr´1s. By hypothesis, L1{k is simple, say L “ krβs. Then we have

L “ krα1, . . . αrs “ L1rαrs “ krα, βs

with α :“ αr. For λ P k consider

γ :“ γλ “ α` λβ.

By remark 2.4 it suffices to show

σipγq ‰ σjpγq for i ‰ j.



§ 2 SIMPLE FIELD EXTENSIONS 13

Assume there are i ‰ j such that σipγq “ σjpγq. Then

σipαq ` λσipβq “ σjpαq ` λσjpβq,

so we get

σipαq ´ σjpαq ` λ pσipβq ´ σjpβqq “ 0.

Consider the polynomial

g :“
ź

1ďi‰jďn

σipαq ´ σjpαq `X ¨ pσipβq ´ σjpβqq .

By proposition 2.2 we may assume, that k is infinite. Note that g is not the zero polynomial:

If g “ 0, we find i ‰ j such that σipαq “ σjpαq and σipβq “ σjpβq. Since α, β generate L,

σi and σj must be equal on L, which is a contradiction. Therefore we find λ P k, such that

gpλq ‰ 0. Hence the minimal polynomial mγλ of γλ “ α` λβ has at least n zeroes, i.e.

degpmγλq ě nñ rkrγλs : ks ě n

and hence krγλs “ L. l

Proposition 2.7 Let L “ krαs be a simple, finite field extension, k an algebraic closure of k.

Let f P krXs the minimal polynomial of α. Then for every zero β of f in k there exists a unique

homomorphism of fields σ : L ÝÑ k such that σpαq “ β.

proof. The uniqueness is clear. It remains to show the existence. Define

φβ : krXs ÝÑ k, g ÞÑ gpβq.

We have fpβq “ 0, thus pfq Ď kerpφβq and hence φβ factors to a homomorphism

φβ : L – krXs
L

pfq ÝÑ k

such that φβ “ φβ ˝ π where π : krXs ÝÑ krXs
L

pfq denotes the residue map. Let

τ : L ÝÑ krXs
L

pfq

be an isomorphism. Then

σ :“ φβ ˝ τ : L ÝÑ k

satisfies

σpαq “
`

φβ ˝ τ
˘

pαq “ φβ pτpαqq “ φβpXq “ φβ pπpXqq “ φβpXq “ β,

thus the claim. l
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Corollary 2.8 Let f P krXs be a nonconstant polynomial. Then the splitting field of f over k is

unique, i.e. any two splitting fields L,L1 of f over k are isomorphic.

proof. Let L “ krα1, . . . αns, L1 “ krβ1, . . . βms.

Assume that f is irreducible. W.l.o.g. we have fpα1q “ fpβ1q “ 0. By Proposition 2.6 we find

field homomorphisms

σ1 : krα1s ÝÑ krβ2s such that σ1|k “ idk and α1 ÞÑ β1

τ1 : krβ1s ÝÑ krα1s such that τ1|k “ idk and β1 ÞÑ α1

Hence, since σ1 ˝ τ1 “ idkrβ1s and τ1 ˝σ1 “ idkrα1s, σ1 and τ1 are isomorphisms, i.e krα1s – krβ1s.

By induction on n the corollary follows. l

Definition + proposition 2.9 Let L{k, L1{k be field extension.

(i) We define

HomkpL,L
1q :“

 

σ : L ÝÑ L1 field homomorphism s.t. σ|k “ idk
(

AutkpLq :“ tσ : L ÝÑ L field automorphism s.t. σ|k “ idku

(ii) If L{k is finite, k an algebraic closure of k, then

|HomkpL,L
1q| ď rL : ks.

proof. Assume first L “ krαs for some algebraic α P L. Let f be the minimal polynomial of α

over k, i.e. f P krXs, degpfq “ rL : ks. By 2.4 and 2.6, the elements oh HomkpL, kq correspond

bijectively to the zeroes of f . Then we get

|HomkpL, kq| “ |tzeroes of f in ku| ď degpfq “ rL : ks.

Now consider the general case. Let L “ krα1, . . . αns and L1 “ krα1, . . . αn´1s Ď L “ L1rαns.

By induction on n we have |HomkpL
1, kq ď rL1 : ks. Let now

f “
d
ÿ

i“0

aiX
i P L1rXs

with coefficients ai P L1 be the minimal polynomial of αn over L1. Let σ P HomkpL, kq and

σ1 “ σ|L1 P HomkpL
1, kq, fσ1 :“

řd
i“0 σ

1paiqX
i. Then

fσ
1

pσpαnqq “
d
ÿ

i“0

σ1paiq pσpαnqq
i
“

d
ÿ

i“0

σpaiq pσpαnqq
i
“ σ

˜

d
ÿ

i“0

aiα
i
n

¸

“ 0.
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Thus

|tHomL1pL, kqu| “ |tσ P HomkpL, kq
ˇ

ˇσ|L1 “ idL1u| ď degpfσ
1

q “ degpfq “ rL1 : Ls

So all in all we have

|HomkpL, kq| ď |HomkpL
1, kq| ¨ rL : L1s ď rL : L1s ¨ rL1 : ks “ rL : ks,

which is exactly the assignment. l

Definition 2.10 Let k be a field, f “
řd
i“0 aiX

i P krXs, k an algebraic closure of k, L{k an

algebraic field extension.

(i) f is called separable over k, if f has degpfq different roots in k, i.e. there are no multiple

roots.

(ii) α P L is called separable over k, if the minimal polynomial of α over k is separable.

(iii) L{k is called separable, if any α P L is separable over k.

(iv) We define the formal derivative of f by

f 1 :“
d
ÿ

i“1

i ¨ aiX
i´1

We have well known properties of the derivative:

pf ` gq1 “ f 1 ` g1, 11 “ 0, pf ¨ gq1 “ f ¨ g1 ` f 1 ¨ g.

Proposition 2.11 Let

f “
n
ź

i“1

pX ´ αiq P krXs, ai P k for 1 ď i ď n

Then the following statements are equivalent:

(i) f is separable.

(ii) pX ´ αiq - f 1 for 1 ď i ď n.

(iii) gcdpf, f 1q “ 1 in krXs.

proof. ’(i) ô (ii)’ We have

f 1 “
n
ÿ

i“1

ź

j‰i

pX ´ αjq,

thus we get

pX ´ αiq | f
1 ô pX ´ αiq |

ź

j‰i

pX ´ αjq ô αi “ αj for some i ‰ j.
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’(ii) ñ (iii)’ Assume pX ´ αiq - f 1 for all 1 ď i ď n. Then

gcdpf, f 1q “ 1 in krXs ùñ gcdpf, f 1q “ 1 in krXs.

’(iii) ñ (ii)’ Let now gcdpf, f 1q “ 1 in krXs. Then we can write

1 “ af ` bf 1, a, b P krXs.

Since again krXs Ď krXs, we can write 1 “ af ` bf 1 for a, b P krXs an hence we obtain

gcdpf, f 1q “ 1 in krXs. This implies

pX ´ αiq - f 1 for all 1 ď i ď n,

which was to be shown. l

Corollary 2.12 (i) An irreducible polynomial f P krXs is separable if and only if f 1 ‰ 0.

(ii) Any algebraic field extension in characteristic 0 is separable.

Example 2.13 Let charpkq “ p ą 0. Then

Xp ´ 1 “ pX ´ 1qp

Let k “ Fpptq and f “ Xp ´ t P FpptqrXs. Then f 1 “ 0, hence f is not separable, but f is

irreducible in FpptqrXs.

Definition + proposition 2.14 Let L{k be a finite field extension, k an algebraic closure of k

and L.

(i) rL : kss :“ |HomkpL, kq| is called the degree of separability of L{k.

(ii) If L “ krαs for some separable α P L with minimal polynomial mα over k, then

rL : kss “ degpmαq “ rL : ks.

(iii) If L “ krαs for some α P L, charpkq “ p ą 0, then there exists n ě 0, such that

rL : ks “ pn ¨ rL : kss

(iv) If k Ď F Ď L is an intermediate field extension, then

rL : kss “ rL : Fss ¨ rF : kss

proof. (i) This follows from Propoition 2.6:

rL : kss “ |HomkpL, kq| “ |t different zeroes of fu| “ n “ rL : ks.
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(iii) Write

f “
n
ÿ

i“0

aiXi.

If α is separable over k, we are done with part (ii). Otherwise by Corollary 2.11 we have

f 1 “
n
ÿ

i“1

i ¨ ai ¨X
i´1 !

“ 0 ðñ i ¨ ai ” 0 mod p for all 0 ď i ď n

Thus we can write f “ gpXpq for some g P krXs. Continue this way until we can write

f “ gpXpnq for some n P N0 and separable g. Then

rkrαs : kss “ |t zeroes of g in ku| “ degpgq

and thus we obtain

rkrαs : ks “ degpfq “ degpgq ¨ pn “ pn ¨ rkrαs : kss.

(iv) Consider first the simple case L “ kpαq. Let

f “
n
ÿ

i“0

aiX
i P FrXs

be the minimal polynomial of α over F. Let τ P HomkpF, kq and let

f τ “
n
ÿ

i“0

τpaiqX
i.

Given σ P HomkpL, kq with σ|F “ τ , notice that σpαq is a zero of f τ . Moreover by Pro-

position 2.6, every zero β of f τ determines a unique σ such that σpαq “ β. Thus we

have

ˇ

ˇtσ P HomkpL, kq | σ|F “ τu
ˇ

ˇ “
ˇ

ˇtβ P k | f τ pβq “ 0u
ˇ

ˇ

“
ˇ

ˇtβ P k | fpβq “ 0u
ˇ

ˇ

2.6
“ rL : Fss.

We conclude

rL : kss “
ˇ

ˇHomkpL, kq
ˇ

ˇ “

ˇ

ˇ

ˇ

ˇ

ˇ

ď

τPHomkpF,kq

 

σ P HomkpL, kq | σ|F “ τ
(

ˇ

ˇ

ˇ

ˇ

ˇ

“
ˇ

ˇ

 

σ P HomkpL, kq | σ|F “ τ
( ˇ

ˇ ¨
ˇ

ˇHomkpF, kq
ˇ

ˇ

“ rL : Fss ¨ rF : kss

For the general case we can write L “ Fpα1, . . . , αnq. Define Li :“ Fpα1, . . . , αiq, L0 :“ F
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and Ln “ L. Then Li{Li´1 is simple and by the special case above we get

rL : kss “ rLn : Ln´1ss ¨ rLn´1 : kss

...

“ rLn : Ln´1ss ¨ ¨ ¨ rL2 : L1ss ¨ rL1 : L0ss ¨ rL0 : kss

“ rLn : Ln´1ss ¨ ¨ ¨ rL2 : L1ss ¨ rL1 : Fss ¨ rF : kss

“ rLn : Ln´1ss ¨ ¨ ¨ rL2 : Fss ¨ rF : kss

...

“ rLn : Fss ¨ rF : kss

“ rL : Fss ¨ rF : kss,

which implies the claim. l

Proposition 2.15 A finite field extension L{k is separable if and only if rL : ks “ rL : kss.

proof. ’ñ’ Let L “ krα1, . . . αns. Prove this by induction on n.

n=1 This is proposition 12.2(ii)

n>1 Let L1 “ krα1, . . . αn´1s. Then by induction hypothesis rL1 : kss “ rL
1 : ks. Moreover

rL : L1ss “ rL : L1s, since L{L1 is simple by L “ L1rαns. By proposition 12.2 (iv) we

get

rL : kss “ rL : L1ss ¨ rL
1 : kss “ rL : L1s ¨ rL1.ks “ rL : ks.

’ð’ Let α P L and f “ mα P krXs its minimal polynomial. If charpkq “ 0 , f is separable, so α

is separable by corollary 2.11. Let now charpkq “ p ą 0. By proposition 12.2 there exists

n ě 0 such that

rkrαs : ks “ pn ¨ rkrαs : kss

We find

rL : ks “ rL : krαss ¨ rkrαs : ks ě rL : krαsss ¨ p
n rkrαs : kss “ pn rL : kss “ pn rL : ks,

Hence we must have n “ 0, i.e. rkrαs : ks “ rkrαs : kss. Thus α is separable over k. l

§ 3 Galois extensions

Definition 3.1 A field extension L{k is called normal, if there is a subset F Ď krXs such that

L is the smallest field which any f P F splits over.
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Remark 3.2 Let L{k be a normal field extension, k an algebraic closure of k. Then

Homk pL, kq “ Autk pLq.

proof. ’Ě’ Clear.

’Ď’ Let L be the splitting field of F . Let

f “
d
ÿ

i“0

aiX
i P F

and α P L such that fpαq “ 0. Let σ P HomkpL, kq. Then

f pσpαqq “
d
ÿ

i“0

aiσpαq
i “

d
ÿ

i“0

σpaiqσpαq
i “ σ

˜

d
ÿ

i“0

aiα
i

¸

“ σ pfpαqq “ 0,

hence σpαq is zero of f . Since f splits over L, i.e. all zeroes of f are in L, we have σpαq P L.

Moreover L is generated over k by the zeroes of f P F , thus σpLq Ď L and hence we get

σ P Homk pL,Lq.

It remains to show bijectivity. σ is clearly injective. For the surjectivity consider that σ

permutes all the zeroes of any f P F . Finally σ P Autk pLq. l

Definition 3.3 An algebraic field extension L{k is called Galois extension or Galois, if it is

normal and separable. In this case, the Galois group of L{k is defined as

GalpL, kq :“ Autk pLq.

Proposition 3.4 A finite field extension L{k is Galois if and only if |Autk pLq| “ rL : k s.

proof. ’ñ’ We have

|Autk pLq| “ |Homk pL, kq| “ rL : k ss “ rL : k s

’ð’ We have to show that L{k is separable and normal. First we see

rL : ks “ |AutkpLq| ď |Homk pL, kq| “ rL : k ss ď rL : k s

Hence we have equality on each inequality, i.e. rL : ks “ rL : kss and L{k is separable.

By Theorem 2.5 we know that L{k is simple, say L “ krαs for some α P L.

Let mα P krXs be the minimal polynomial of α over k. Moreover let β P k be another zero

of mα. Then there exists σ P Homk pL, kq such that σpαq “ β. By the (in-)equality above

we know AutkpLq “ Homk pL, kq, hence σpβq P L. Since β was arbitrary, mα, f splits over

L, i.e. L is the splitting field of f over k. Thus L{k is normal and finally Galois. l

Example 3.5 All quadratic field extensions are normal. Moreover, if charpkq ‰ 2, then all

quadratic field extensions of k are Galois.
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Remark 3.6 Let L{k be a Galois extension and k Ď K Ď L an intermediate field.

(i) Then L{K is Galois and

GalpL{K q ď GalpL{kq

(ii) If K{k is Galois, then GalpL{K q P GalpL{kq is a normal subgroup and

GalpL{kq
L

GalpL{K q – GalpK {kq.

proof. (i) Clearly L{K is normal, since L is the splitting field for the same polynomials as in

L{k. Let now α P L. Then the minimal polynomial mα of α over K divides the minimal

polynomial m1α of α over k, since k Ď K. Since m1α has no multiple roots, mα does not

either and hence L{K is separable and thus Galois.

(ii) Define

ρ : GalpL{kq ÝÑ GalpK {kq, σ ÞÑ σ|K .

ρ is well defined since σ|K P HomK kpK , kq “ AutkpKq “ GalpK {kq as K{k is Galois:

rK : ks “ |Autk pK q| ď |Homk pK , kq| ď rK : k s.

Moreover ρ is surjective. For the kernel we get

kerpρq “ tσ P GalpL{kq | σ|K “ idK u “ GalpL{K q

and thus we obtain GalpL{kq
L

GalpL{K q – GalpK {kq. l

Theorem 3.7 (Main theorem of galois theory) Let L{k be a finite Galois extension and G :“

GalpL{kq. Then the subgroups H ď G correspond bijectively to the intermediate fields k Ď K Ď L.

Explicitly we have inverse maps

K ÞÑ GalpL{K q ď G

H ÞÑ LH :“ tα P L | σpαq “ α for all σ P Hu.

proof. Clearly LH is a field for any H ď G. We now have to show

(i) GalpL{LH q “ H for any H ď G.

(ii) LGalpL{K q “ K for any intermediate field k Ď K Ď L.

Theese prove the theorem.

(i) We show both inclusion.

’Ě’ Clear by definition.

’Ď’ It suffices to show |GalpL{LH q| ď |H |. By 3.4(i) we have

|GalpL{LH q| “ rL : LH s.
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By theorem 2.5 L{LH is simple, say L “ LHrαs. Define

f “
ź

σPH

pX ´ σpαqq

with degpfq “ |H|. Further, since id P H, we have fpαq “ 0. Clearly f P LrXs. We

want to show that f P LHrXs. Therefore for τ P H define

gτ :“
n
ÿ

i“0

τpaiqX
i for g “

n
ÿ

i“0

aiX
i

Then for f as defined above we have

f τ “
ź

σPH

pX ´ τ pσpαqqq “
ź

σPH

pX ´ σpαqq “ f

hence f P LHrXs. From fpαq “ 0 we know that the minimal polynomial mα of α over

LH divides f , thus

|GalpL{LH q| “ rL : LH s “ degpmαq ď degpf q “ |H |

(ii) ’Ě’ Clear by definition.

’Ď’ Let H :“ GalpL{K q. Since K Ď LH it suffices to show rLH : Ks “ 1. Since LH{K is

separable, this is equivalent to rLH : Kss “ 1. Let now σ P HomKpL
H , kq. By 2.6 we

can extend σ to

σ̃ : L ÝÑ k

with σ̃|LH “ σ. Explicitly: Let L “ LHrαs and f P LHrXs its minimal polynomial.

Choose a zero β P k of fσ. Then by 2.6 there exists σ̃ : L ÝÑ k with σ̃pαq “ β and

σ̃|LH “ σ. We get σ̃ P GalpL{K q “ H and σ “ σ̃|LH “ idK which finally implies

rLH : Ks “ 1. l

Remark 3.8 An intermediate field k Ď K Ď L is Galois over k if and only if GalpL{K q P

GalpL{kq is a normal subgroup.

proof. ’ñ’ If K{k is Galois, then GalpL{K q “ kerpρq is a normal subgroup by 3.5.

’ð’ Conversely let GalpL{K q “: H P GalpL{kq be a normal subgroup. By 3.4 it suffices to show

HomkpK, kq “ AutkpKq. Let now σ P HomkpK, kq and α P K. Extend σ to σ̃ : L ÝÑ k.

Then σ̃ P GalpL{kq. By the theorem it suffices to show that σpαq P LGalpL{K q “ K, i.e.

σpKq Ď K. Let τ P GalpL{LH q. Then, since GalpL{K q is normal, we obtain

τ pσpαqq “ τ pσ̃pαqq “
`

σ̃ ˝ τ 1
˘

pαq “ σ̃pαq “ σpαq,

which implies the claim. l
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Example 3.9 Let k “ Q, f “ X5 ´ 4X ` 2 P QrXs. Further let L “ Lpfq be the splitting field

of f over Q. What is GalpL{Qq?.
We first want to show that f is irreducible. But this immediately follows by By Eisenstein’s

criterion for irreducibility with p “ 2.

Thus L is an extension of Q
L

pfq . Therefore rL : Qs is multiple of rQ
L

pfqs “ 5, hence |GalpL{Qq|
is divisible by 5. By Lagrange’s theorem we know that GalpL{Qq contains an element of order 5.

Further note that f has exactly 3 zeroes in R. With

lim
xÑ8

fpxq “ ´8 ă 0, fp0q “ 2 ą 0, fp1q “ ´1 ă 0, lim
xÑ´8

fpxq “ 8 ą 0

we see by the intermediate value theorem that f has at least 3 zeroes. Moreover

f 1 “ 5X4 ´ 4 “ 5 ¨

ˆ

X4 ´
4

5

˙

“ 5 ¨

ˆ

X2 ´
2
?

5

˙

¨

ˆ

X2 `
2
?

5

˙

Obviously, since the second factor has not real zeroes, the derivative of f has 2 zeroes, hence f

has at most 3 zeroes. Together we obtain that f has exactly 3 zeroes. Since f splits over C, f
has two more conjugate zeroes in C, say β, β. Hence we know that the conjugation in C must be

an element of GalpL{Qq.
To sum it up, we know: GalpL{Qq is isomorphic to a subgroup of S5, contains the conjugation,

which corresponds to a transposition and moreover an element of order 5, i.e. a 5 ´ cycle. But

these two elements generate the whole group S5. Hence we have GalpL{Qq – S5 .

Proposition 3.10 (Cyclotomic fields) Let k be a field, n P N, charpkq - n and L the splitting

field of the polynomial f “ Xn ´ 1.

Then L{k is Galois and GalpLn{kq is isomorphic to a subgroup of pZ {nZqˆ.

proof. We have f 1 “ nXn´1 and f 1 “ 0 ô X “ 0 but fp0q ‰ 0, hence f 1 and fn are coprime.

Thus f is separable. Since L is the splitting field of f by definition, L{k is normal, thus Galois.

The zeroes of f form a group µnpkq under multiplication. By proposition 2.3 µnpkq is cyclic. Let

ζn be a generator of µnpkq. Define a map

χn : GalpLn{kq ÝÑ pZ {nZqˆ σ ÞÑ m if σpζnq “ ζmn

where m is relatively coprime to n. We obtain that χn is a homomorphism of groups since for

σ1.σ2 P GalpLn{kq we have σ2σ1pζnq “ σ2

`

ζk1n
˘

“
`

ζk1n
˘k2

“ ζk1k2n and hence

χn pσ1σ2q “ k1 ¨ k2 “ χnpσ1q ¨ χnpσ2q.

Moreover χn is injective, since

χnpσq “ 1 ô σpζnq “ ζn ô σ “ id.

This proofs the proposition. Recall that | pZ {nZqˆ | “ φpnq Where φ is Euler’s φ-function. l
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§ 4 Solvability of equations by radicals

Definition + remark 4.1 Let k be a field, f P krXs separable.

(i) Let Lpfq be the splitting field of f over k. The Galois group of the equation f “ 0 is defined

by

Galpf q :“ GalpLpf q{kq.

(ii) There exists an injective homomorphism of groups Galpf q ÝÑ Sn where n :“ degpfq.

(iii) If L{k is a finite, separable field extension, the AutkpLq is isomorphic to a subgroup of Sn,

where n “ rL : ks.

proof. (ii) Clear, since automorphisms permute the zeroes of f , of which we have at most n.

(iii) We know L{k is simple, say L “ krαs for some α P L. Let mα be the minimal polynomial

of α over k. Then degpfq “ n. Every σ P AutpL{kq maps α to a zero of f and the same for

every zero of f . Hence the claim follows. l

Definition 4.2 (i) A simple field extension L “ krαs of a field k is called an elementary

radical extension if either

(1) α is a root of unity, i.e. a zero of the polynomial Xn ´ 1 for some n P N.
(2) α is a root of Xn ´ γ for some γ P k, n P N such that charpkq - n.
(3) α is a root of Xp ´X ´ γ for somme γ P k where p “ charpkq.

In the following, we will denote p1q, p2q and p3q as the three types of elementary radical

extensions.

(ii) A finite field extension L{k is called a radical extension, if there is a field extension L1{L

and a chain of field extension

k “ L0 Ď L1 Ď ¨ ¨ ¨ Ď Lm “ L1

such that Li{Li´1 is an elementary radical extension for every 1 ď i ď m.

Example 4.3 Let k “ Q, f “ X3 ´ 3X ` 1. The zeroes of f (in C) are

α1 “ ζ ` ζ´1 P R, α2 “ ζ2 ` ζ´2 and α3 “ ζ4 ` ζ´4

where ζ “ e
2πi
9 is a primitive ninth root of unity. We show this exemplarily for α1. We have

fpα1q “
`

α3
1 ´ 3α1 ` 1

˘

“ ζ3 ` 3ζ ` 3ζ´1 ` ζ´3 ´ 3ζ ´ 3ζ´1 ` 1 “ ζ3 ` ζ´3` 1 “ 0

where we use ζ´3 “ ζ´3 and since z ` z “ 2 ¨Repzq for any z P C we have

ζ3`ζ´3 “ 2¨Re
`

ζ3
˘

“ 2¨Re
´

e
2πi
3

¯

“ 2¨Re

ˆ

cos
2π

3
` i ¨ sin

2π

3

˙

“ 2¨cos
2π

3
“ 2¨

ˆ

´
1

2

˙

“ ´1.
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Further we have

α2
1 “ ζ2 ` 2ζ´2 ` 2 “ α2 ` 2,

hence α2 P Qpα1q and α1 ` α2 ` α3 “ 0, hence α3 P Qpα1, α2q “ Qpα1q.

This means that Qpα1q contains all the zeroes of f , i.e. is a splitting field of f . We conclude

Qpα1q – Q
L

pfq , rQpα1q : Qs “ 3.

From the f we see that Qpα1q{Q is not an elementary radical extension, but a radical extension,

since for Qpζq we have Qpα1q Ď Qpζq and Qpζq{Q is an elementary radical extension.

Definition 4.4 Let k be afield, f P krXs a separable, non-constant polynomial. We say f is

solvable by radicals, if the splitting field Lpfq is a radical extension.

Remark 4.5 Let L{k be an elementary field extension, referring to Definition 4.1 of type

(1) L “ krζs for some root of unity ζ (primitive for some suitable n P N, charpkq - n). Then
L{k is Galois with abelian Galois group

GalpL{kq – pZ {nZqˆ .

(2) L “ krαs where α is a root of Xn ´ γ for some γ P k, n P N, charpkq - n. If k contains the

n-th roots of unity, i.e. µnpkq, then L{k is Galois with cyclic Galois group.

(3) L “ krαs, where α is a root of Xp ´ X ´ γ for some γ P kˆ. Then L{k is Galois with

Galois group

GalpL{kq – Z {pZ .

proof. (1) We proved this in proposition 3.9.

(2) Let ζ P k be a primitive n-th root of unity. Then ζi ¨α is a zero of Xn´γ, where we assume

n to be minimal sucht that Xn´ γ is irreducible. Then L contains all roots of Xn´ γ, i.e.

L{k is normal and thus Galois with

|GalpL{kq| “ rL : k s “ degpX n ´ γq “ n

Since the automorphism σ P GalpL{kq that maps α ÞÑ ζ ¨α has order n, GalpL{kq is cyclic.

(3) f “ Xp ´X ´ γ has p zeroes in L “ krαs. Since fpαq “ 0, we have

fpα` 1q “ pα` 1qp ´ pα` 1q ´ γ “ αp ` 1´ α´ 1´ γ “ αp ´ α´ γ “ fpαq “ 0

Hence L is the splitting field of f and L{k is normal. Moreover f 1 “ ´1 ‰ 0, hence L{k is

separable and thus Galois with

|GalpL{kq| “ rL : k s “ degpf q “ p
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Further GalpL{kq Q σ : α ÞÑ α` 1 has order p, hence GalpL{kq is cyclic and thus

GalpL{kq – Z {pZ ,

which is the claim. l

Remark 4.6 Let L{k be an elementary radical extension of type (ii), i.e. L “ krαs, where α is

the root of f “ Xn ´ γ for some γ P k, n ě 1, charpkq - n. Xn ´ γ is irreducible

Let F be a splitting field of Xn ´ 1 over k and LF “ kpα, ζq be the compositum of L and F, i.e.
the smallest subfield of k containing L and F.

L̃ “ LF

L “ krαs krζs “ F

k

L̃ is a splitting field of Xn ´ γ over F, hence L̃{F is Galois and by 4.4(ii), GalpL̃{Fq is cyclic.

Moreover F{k is Galois and GalpF{kq is abelian. Hence L̃{k is Galois and

GalpL̃{kq
L

GalpL̃{Fq – GalpF{kq

i.e. we have a short exact sequence

1 ÝÑ GalpL̃{Fq
loooomoooon

cyclic

inj.
ÝÑ GalpL̃{kq

surj.
ÝÑ GalpF{kq

loooomoooon

abelian

ÝÑ 1 .

Example 4.7 Let k “ Q, f “ X3´2. Then L “ Qrαs with α “ 3
?

2 and F “ Qrζs with ζ “ e
2π
3 .

Then L̃ “ Lpfq with rL̃ : Qs “ 6. We obtain

GalpL̃{Fq – Z {3Z , GalpF{kq – Z {2Z , GalpL̃{Qq – S3 .

Definition 4.8 A group G is called solvable, if there exists a chain of subgroups

1 “ G0 ŸG1 Ÿ . . . Ÿ Gn “ G

where Gi´1 ŸGi is a normal subgroup and Gi
L

Gi´1 is abelian for all 1 ď i ď n.

Example 4.9 (i) Every abelian group is solvable.

(ii) S4 is solvable by

1 Ÿ V4 Ÿ A4 Ÿ S4
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where V4 “ tid, p12qp34q, p13qp24q, p14qp23qu. For the quotients we have

V4
L

t1u – Z {2Z ˆ Z {2Z , A4 {V4 – Z {3Z , S4 {A4 – Z {2Z .

(iii) S5 is not solvable, since A5 is simple (EAZ 6.6) but the quotient A5
L

t1u is not abelian.

(iv) If G, H are solvable groups, then the direct product GˆH is solvable.

Proposition 4.10 (i) Let G be a solvable group. Then

(1) Every subgroup H ď G is solvable.

(2) Every homomorphic image of G is solvable.

(ii) Let

1 ÝÑ G1 ÝÑ G ÝÑ G2 ÝÑ 1

be a short exact sequence. Then G is solvable if and only if G1 and G2 are solvable.

proof. (i) (1) Let G be solvable, i.e. we have a chain 1 “ G0ŸG1Ÿ¨ ¨ ¨ŸGn “ G. Let G1 ď G

a subgroup. Then

1 Ÿ G1 XG
1 Ÿ . . . Ÿ Gn XG

1 “ G1

is a chain of subgroups of G1 and we have Gi XG1 ŸGi`1 XG
1 and moreover

pGi`1 XG
1q
L

pGi XG
1q – GipGi`1 XG

1q {Gi ď Gi`1 {Gi .

Hence we have abelian quotients and G1 is solvable.

(2) Let H be a group and φ : G ÝÑ H be a surjective homomorphism of groups. Let

1 Ÿ G1 Ÿ . . . Ÿ Gn “ G.

Let Hi :“ φpGiq. Then Hi is normal in Hi`1. It remains to show that the quotients

are abelian. Consider

Gi

φ

��

// Gi`1

φ

��

πG //

φ̃

##

Gi`1 {Gi

φ

��
Hi

// Hi`1 πH
// Hi`1 {Hi

(We have Gi Ď kerpφ̃q, since φpGiq “ Hi “ kerpπHq. Hence φ̃ factors to

φ : Gi`1 {Gi
loooomoooon

abelian

ÝÑ
loomoon

ñ

Hi`1 {Hi
loooomoooon

abelian!

and we get φpaqφpbq “ φpabq “ φpbaq “ φpbqφpaq, hence the quotient is abelian and
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H “ φpGq is solvable.

(ii) ’ñ’ Clear.

’ð’ Let

1ŸG1 Ÿ ¨ ¨ ¨ ŸGm “ G1, 1ŸHm`1 Ÿ ¨ ¨ ¨ ŸHm`k “ G2

chains of subgroups with abelian quotients. Define

Gi :“ π´1 pHiqm`1ďiďm`k , π : G ÝÑ G2.

Then Gi is normal in Gi`1 and we have

Gm`0 “ π´1pt1uq “ G1 “ Gm.

For m` 1 ď i ď m` k we have

Gi`1 {Gi “ π´1 pHi`1 {Hi q – Hi`1 {Hi

and hence the chain

1ŸG1 Ÿ ¨ ¨ ¨ ŸGm “ G1 ŸGm`1 Ÿ ¨ ¨ ¨ ŸGm`k “ G

reveals the solvability of G. l

Lemma 4.11 A finite separable field extension L{k is a radical extension if and only if there

exists a finite Galois extension L1{k, L Ď L1 such that GalpL1{kq is solvable.

proof. ’ñ’ Let

k “ k0 “ L0 Ď L1 Ď ¨ ¨ ¨ Ď Ln

a chain as in definition 4.7 with L Ď Ln. we prove the statement by induction.

n=1 This is exactly remark 4.5, 4.6

n>1 By induction hypothesis Ln´1{k is solvable. Moreover Ln{Ln´1 is solvable, too. This

is equivalent to the fact, that Ln´1 is contained in a Galois extension L̃n´1{k such

that GalpL̃{kq is solvable and Ln is contained in a Galois extension L̃{Ln´1 such that

GalpL̃{Ln´1 q is solvable. We have a diagramm
L̃n´1 Ď L̃Ln´1 :“ M

Ď Ď

k Ď Ln´1 Ď Ln Ď L̃

We obtain, that M is Galois over Ln´1, since L̃, L̃n´1 are Galois over Ln´1, hence by

ι : GalpM{L̃n´1 q ÝÑ GalpL̃{Ln´1 q, σ ÞÑ σ|L̃



28 I GALOIS THEORY

an injective homomorphism of groups is given, hence

GalpM{L̃n´1 q ď GalpL̃{Ln´1 q

is solvable as a subgroup of a solvable group.

Let now M̃{M be a minimal extension, such that M̃{k is Galois. Explicitly, M̃ is

defined as the normal hull of M, i.e. the splitting field of the minimal polynomial of

a primitive element of M{k.
Now we want to show that GalpM{k is solvable.This finishes the proof of the sufficiency

of our Lemma. Consider the short exact sequence

1 ÝÑ GalpM̃{L̃n´1 q ÝÑ GalpM{kq ÝÑ GalpL̃n´1 {kq ÝÑ 1.

By proposition 4.8 and our induction hypothesis it suffices to show that GalpM̃{L̃n´1 q

is solvable. Therefore observe that M̃ is generated over k by the σpkq for σ P HomkpM, kq,

where k denotes an algebraic closure of k. For any σ P HomkpM, kq, σpMq{σpLn´1q “

σpMq{L̃n´1 is Galois. Hence

Φ : GalpM̃{L̃n´1 q ÝÑ
ź

σPHomkpM,kq

Gal
´

σpMq{L̃n´1

¯

, τ ÞÑ
`

τ |σpMq
˘

σ

is injective. Hence GalpM̃{L̃n´1 q is solvable as a subgroup of a product of solvable

groups.

’ð’ Let now L̃{L finite such that GalpL̃{kq is solvable. Let

1Ÿ G1 Ÿ . . . Ÿ Gn “ G

be a chain of subgroups as in definition 4.7. By the main theorem we have bijectively

correspond intermediate fields

L̃ “ Ln Ě Ln´1 Ě ¨ ¨ ¨ Ě L0 “ k

where Li`1{Li is Galois and GalpLi`1 {Lq – Z {pZ for all 1 ď i ď n ´ 1. We now have to

differ between three cases.

case 1 pi “ charpkq. Then Li`1{Li is an elementary radical extension of type (iii), i.e. L{k

is a radical extension.

case 2 pi ‰ charpkq and Li contains a primitive pi-th root of unity. Then Li`1{Li is an

elementary radical extension of type (ii), i.e. L{k is a radical extension.

case 3 pi ‰ charpkq and Li does not contain any primitive pi-th root of unity. Then define

d :“
ź

pPP,p||G|
p
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And let F be the splitting field of Xd ´ 1 over k. Then F{k is an elementary radical

extension of type (i). Let L1 :“ L̃F be the composite of L̃ and F in k. Then L1{F is

Galois by remark 4.5. Let G1 “ GalpL1{Fq. Consider the map

Ψ : GalpL1{Fq ÝÑ GalpL̃{kq, σ ÞÑ σ|L̃.

Ψ is a well defined injective homomorphism of groups, hence GalpL1{Fq ď GalpL̃{kq

is solvable as a subgroup of a solvable group. Let

1Ÿ G1 Ÿ . . . Ÿ Gn “ G1

a chain of subgroups as in definition 4.7. Let further be

k Ď F “ L0 Ď L1 Ď ¨ ¨ ¨ Ď Ln “ L1

be the corresponding chain of intermediate fields, i.e Li{Li´1 is Galois and GalpLi{Li´1 q –

Z {pZ for 1 ď i ď n. Hence, Li{Li´1 is a radical extension of type (ii). Thus L{k is a

radical extension, which finishes the proof. l

Theorem 4.12 Let f P krXs be a separable non-constant polynomial. Then f is solvable by

radicals if and only if Galpf q “ GalpLpf q{kq is solvable.

proof. Let f be solvable by radicals, i.e. Lpfq{k be a radical field extension.

ðñ Lpfq is contained in some Galois extension L̃{k and GalpL̃{kq is solvable.

ðñ In k Ď Lpfq Ď L̃ all extensions are Galois.
3.5
ðñ GalpLpf q{kq – GalpL̃{kq

L

GalpL̃{Lpf qq
4.8
ðñ GalpLpf q{kq is solvable. l

Theorem 4.13 Let G be a group, k a field. Then the subset HompG, kˆq Ď MapspG, kq is linearly

independant in the k-vector space MapspG, kq.

proof. Suppose HompG, kˆq is linearily dependant. Then let n ą 0 minimal, such that there exist

distinct elements χ1, . . . χn P HompG, kˆq and λ1, . . . λn P k
ˆ such that

n
ÿ

i“0

λiχi “ 0.

The χi are called characters. Clearly we have n ě 2. Choose g P G such that χ1pgq ‰ χ2pgq. For

any h P G we have

0 “
n
ÿ

i“0

λiχipghq “
n
ÿ

i“0

λiχipgq
loomoon

“:µi

χiphq “
n
ÿ

i“0

µiχiphq.
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Then we get

0 “
n
ÿ

i“0

µiχiphq “
n
ÿ

i“0

λiχipgqχiphq ñ
n
ÿ

i“0

pµi ´ λiχ1pgqq
looooooomooooooon

“:νi

χiphq “ 0.

Consider

ν1 “ µ1 ´ λ1χ1pgq “ λ1χ1pgq ´ λ1χ1pgq “ 0,

ν2 “ µ2 ´ λ2χ1pgq “ λ2χ2pgq ´ λ2χ1pgq “ λ2
loomoon

‰0

¨ pχ2pgq ´ χ1pgqq
loooooooomoooooooon

‰0

‰ 0.

Hence χ2, . . . χn are linearily dependent. This is a contradiction to the minimality of n. l

Proposition 4.14 Let L{k be a Galois extension such that G :“ GalpL{kq “ pσq is cyclic of

order d for some σ P G, where charpkq - d . Let ζd P k be a primitive d-th root of unity.

Then there exsits α P Lˆ such that σpαq “ ζ ¨ α.

proof. Let

f : L ÝÑ L, fpXq “
d´1
ÿ

i“0

ζ´i ¨ σipXq.

Applying Theorem 4.10 on G “ Lˆ and k “ L shows f ‰ 0. Then let γ P L such that

α :“ fpγq ‰ 0. Then we have

σpαq “ σ pfpγqq “ σ

˜

d´1
ÿ

i“0

ζ´i ¨ σipγq

¸

“

d´1
ÿ

i“0

ζ´i ¨ σi`1pγq “ ζ ¨
d´1
ÿ

i“0

ζ´pi`1q ¨ σi`1pγq

“ ζ ¨
d
ÿ

i“1

ζ´i ¨ σipγq “ ζ

˜˜

d´1
ÿ

i“1

ζ´i ¨ σipγq

¸

` γ

¸

“ ζ ¨ fpγq “ ζ ¨ α.

Remark: The claim follows from Proposition 5.2 by insertig β “ ζ. l

Corollary 4.15 Let L{k be a Galois extension, such that G :“ GalpL{kq “ pσq is cyclic of order

d for some σ P G, where charpkq - d . Assume k contains a primitive d-th root of unity.

Then L{k is an elementary radical extension of type (ii).

proof. Let ζd P k be a primitive d-th root of unity and α P Lˆ such that σpαq “ ζ ¨ α.

We have

σipαq “ ζi ¨ α for 1 ď i ď d.

The minimal polynomial of α over k has at least d zeroes, namely α, σpαq, . . . σd´1pαq. Thus

L “ krαs. Moreover we have

σpαdq “ pσpαqqd “ pζ ¨ αqd “ αd,



§ 5 NORM AND TRACE 31

hence

αd P Lpσq “ LGalpL{kq “ k

where the last equation follows by the main theorem. Define γ :“ αd. Then the minimal polyno-

mial of α over k is Xd ´ γ P krXs, which proves the claim. l

Proposition 4.16 Let L{k be a Galois extension of degree p “ charpkq with cyclic Galois group

GalpL{kq – Z {pZ “ pσq. Then there exists α P Lˆ such that σpαq “ α` 1.

proof. The proof follows by Proposition 5.4 by setting β “ ´1. l

Corollary 4.17 Let L{k be a Galois extension of degree p “ charpkq with cyclic Galois group

GalpL{kq – Z {pZ “ pσq. Then L{k is an elementary radical extension of type (iii).

proof. Let α P Lˆ such that σpαq “ α` 1. We have

σipαq “ α` i for 1 ď i ď p,

thus we have L “ krαs. Moreover we have

σpαp ´ αq “ σppαq ´ σpαq “ pα` 1qp ´ pα` 1q “ αp ` 1´ α´ 1 “ αp ´ α.

Thus again we have αp P k. Define γ :“ αp ´ α. Then the minimal polynomial of α over k is

Xp ´X ´ γ, which proves the claim. l

§ 5 Norm and trace

Definition + remark 5.1 Let L{k be a finite separable field extension, rL : ks “ n. Let

HomkpL, kq “ tσ1, . . . σnu.

(i) For α P L we define the norm of α over k by

NL{kpαq :“
n
ź

i“1

σipαq.

(ii) NL{k P k for all α P L.

(iii) NL{k : Lˆ ÝÑ kˆ is a homomorphism of groups.

proof. (ii) Let α P L. Assume first that L{k is Galois. Then HomkpL, kq “ AutkpLq “ GalpL{kq.

For τ P GalpL{kq we have

τ
`

NL{k

˘

“ τ

˜

n
ź

i“1

σipαq

¸

“

n
ź

i“1

pτσiq
loomoon

PGalpL{kq

pαq “ NL{k,
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hence NL{k P L
GalpL{kq “ k. Now consider the general case. Let L̃ Ě L be the normal hull

of L over k. Recall that L̃ is the composition of the σipLq, i.e. we have

L̃ “
n
ź

i“1

σipLq.

Then L̃{k is Galois an for τ P GalpL̃{kq we have

τ
`

NL{kpαq
˘

“

n
ź

i“1

pτσiq
loomoon

PHomkpL,kq

pαq “
n
ź

i“1

σipαq “ NL{kpαq,

hence NL{kpαq P L̃
GalpL̃{kq “ k.

(iii) We have NL{kpαq “ 0 ðñ σipαq “ 0 for some 1 ď i ď nô α “ 0.

Moreover

NL{kpα ¨ βq “
n
ź

i“1

σipαβq “
n
ź

i“1

σ1pαqσipβq “

˜

n
ź

i“1

σipαq

¸

¨

˜

n
ź

i“1

σipβq

¸

“ NL{kpαq ¨NL{kpβq,

which proves the claim. l

Example 5.2 (i) Let α P k. Then

NL{kpαq “
n
ź

i“1

σipαq “
n
ź

i“1

α “ αn.

(ii) Let k “ R, L “ C. Then HomRpC,Rq “ GalpC{Rq “ tid, z ÞÑ zu and thus the norm ist

NL{kpzq “ zz “ |z|2.

(iii) Let k “ Q, L “ Qr
?
ds for d P Z squarefree. We have rQr

?
ds : Qs “ 2 and

GalpQr
?
d s{Qq “ tid,

?
d ÞÑ ´

?
du “ ta` b

?
d ÞÑ a` b

?
d, a` b

?
d ÞÑ a´ b

?
du.

Then we have

NQr
?
ds{Qpa` b

?
dq “

´

a` b
?
d
¯´

a´ b
?
d
¯

“ a2 ´ db2

• d ă 0: d “ ´d̃, hence a2 ` d̃b2
!
“ 1 ñ either a “ ˘1, b “ 0 or a “ 0, b “ ˘1, d̃ “ 1.

• d ą 0: Infinitely many solutions for a2 ´ bd2 “ 1.

Proposition 5.3 (Hilbert’s theorem 90 - multiplicative version) LetL{k a finite Galois extensi-

on with cyclic Galois group GalpL{kq “ pσq, n “ rL : ks. Let β P L with NL{kpβq “ 1.

Then there exists α P Lˆ such that β “ α
σpαq .
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proof. Define

f “ idL ` βσ ` βσpβqσ
2 ` . . .` βσpβqσ2pβq ¨ ¨ ¨ σn´2pβqσn´1 “

n´1
ÿ

j“0

σj
j
ź

i“1

σi´1pβq.

Then by Theorem 4.10 f ‰ 0. Choose γ P L such that α :“ fpγq ‰ 0. Then we have

β ¨ σpαq “ β ¨ σ pfpγqq “ β ¨

˜

σ

˜

γ ` βσpγq ` . . .`
n´2
ź

i“0

σipβqσn´1pγq

¸¸

“ β ¨

˜

σpγq ` σpβqσ2pγq ` . . .`
n´2
ź

i“0

σi`1pβqσnpγq

¸

“ β ¨

ˆ

σpγq ` σpβqσ2pγq ` . . .`
1

β
NL{kpβq ¨ γ

˙

“ β ¨
`

σpγq ` σpβqσ2pγq ` . . .` γ
˘

“ γ ` βσpγq ` βσpβqσ2pγq ` . . .` β ¨
n´2
ź

i“1

σipβqσn´1pγq

“ fpγq “ α,

which is the claim. l

Definition + remark 5.4 Let L{k be a finite separable field extension, rL : ks “ n. Let

HomkpL, kq “ tσ1, . . . σnu.

(i) For α P L,

trL{kpαq :“
n
ÿ

i“0

σipαq

is called the trace of α over k.

(ii) trL{kpαq P k for all α P L.

(iii) trL{k : L ÝÑ k is k-linear.

proof. (ii) As in proof 5.1, trL{kpαq is invariant under GalpL̃{kq.

(iii) Clear. l

Example 5.5 (i) Let α P k. Then

trL{kpαq “
n
ÿ

i“0

σipαq “
n
ÿ

i“0

α “ n ¨ α.

(ii) Let k “ R, L “ C. Then trC{Rpzq “ z ` z “ 2 ¨Repzq.

Proposition 5.6 (Hilbert’s theorem 90 - additive version) Let L{k be a Galois extension with

cyclic Galois group GalpL{kq “ pσq and rL : ks “ charpkq “ p P P. Then for every β P L with

trL{kpβq “ 0 there exists α P L such that β “ α´ σpαq.
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proof. Define

g “ β ¨ σ ` pβ ` σpβqq ¨ σ2 ` . . .`

˜

p´2
ÿ

i“0

σipβq

¸

¨ σp´1 “

p´2
ÿ

i“0

˜

i
ÿ

j“0

σjpβq

¸

¨ σi`1.

Let now γ P L such that trL{kpγq ‰ 0 (existing by 4.11). Then for

α :“
1

trL{kpγq
¨ gpγq

we have

α´ σpαq “
1

trL{kpγq
¨ pgpγq ´ σ pgpγqqq

“
1

trL{kpγq

˜˜

p´2
ÿ

i“0

˜

i
ÿ

j“0

σjpβq

¸

σi`1pγq

¸

´

˜

p´2
ÿ

i“0

˜

i
ÿ

j“0

σj`1pβq

¸

σi`2pγq

¸¸

“
1

trL{kpγq

˜˜

p´2
ÿ

i“0

˜

i
ÿ

j“0

σjpβq

¸

σi`1pγq

¸

´

˜

p´1
ÿ

i“1

˜

i
ÿ

j“1

σjpβq

¸

σi`1pγq

¸¸

“
1

trL{kpγq
¨

˜

p´1
ÿ

i“0

β ¨ σipγq

¸

“ β,

and we obtain the claim. l

Proposition 5.7 Let L{k be a finite separable extension, α P L. Consider the k-linear map

φα : L ÝÑ L, x ÞÑ α ¨ x.

Then

(i) NL{kpαq “ detpφαq.

(ii) trL{kpαq “ trpφαq.

proof. Let

f “
d
ÿ

i“0

aiX
i

be the minimal polynomial of α over k. Then it holds

pf ˝ φαq pxq “ f pφαpxqq “
d
ÿ

i“0

aiφ
i
αpxq “

d
ÿ

i“0

aiα
i ¨ x “ x ¨

d
ÿ

i“0

aiα
i “ x ¨ fpαq “ 0

For arbitrary x P L, hence fpφαq “ 0.

case 1.1 Assume first L “ krαs for some α P k. Then rL : ks “ degpfq “ d, so t1, α, . . . , αd´1u

is a k-basis of L. Then we have a transformation matrix of φα with respect to the basis

t1, α, . . . , αd´1u
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D “

¨

˚

˚

˚

˚

˚

˚

˚

˚

˝

0 0 0 0 a0

1 0
... ´a1

0 1
...

...
...

...
. . . 0

...

0 . . . 0 1 ´ad´1

˛

‹

‹

‹

‹

‹

‹

‹

‹

‚

thus we have trpφαq “ ´ad´1 and detpφαq “ p´1qd ¨ a0. We know that f splits over k, say

f “
d
ź

i“1

pX ´ λiq “
d
ź

i“1

pX ´ σipαqq

Then we easily see

detpφαq “ p´1qd ¨ a0 “ p´1qd ¨ fp0q “ p´1qd ¨
d
ź

i“1

p0´ σipαqq “
d
ź

i“1

σipαq “ NL{kpαq,

trpφαq “ ´ad´1 “ trL{k pαq.

case 1.2 For the case α P k, φα is represented by the diagonal matrix

¨

˚

˚

˝

α 0
. . .

0 α

˛

‹

‹

‚

P kdˆd.

We obtain

trpφαq “ d ¨ α “ trL{k pαq detpφαq “ αd “ trL{k pαq.

case 2 For the general case we have k Ď kpαq Ď L.

Claim (a) The following is true:

NL{kpαq “ Nkpαsqk

`

NL{kpαqpαq
˘

, trL{kpαq “ trkpαq{k
`

trL{kpαqpαq
˘

Claim (b) The following identity holds:

detpφαq “
`

det
`

φα|kpαq
˘˘rL:kpαqs

trpφαq “ rL : kpαqs ¨ tr
`

φα|kpαq
˘

.

Assuming Claim (a) and (b), we get

detpφαq “
`

det
`

φα|kpαq
˘˘rL:kpαqs 1.1

“
`

Nkpαq{k

˘rL:kpαqs
“ Nkpαq{k

´

αrL:kpαqs
¯

1.2
“ Nkpαq{k

`

NL{kpαqpαq
˘

paq
“ NL{kpαq

And analogously trpφαq “ trL{k pαq.
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Let’s now proof the claims.

(b) Let x1, . . . xd be a basis of kpαq{ as a k-vector space and y1, . . . ym a basis of L as a kpαq-

vector space. Then the xiyj for 1 ď i ď d, 1 ď j ď m form a k-basis for L. Let now

D P kdˆd be the matrix representing φα|kpαq. Then we have

αxiyj “ pαxiq
loomoon

Pkpαq

yj “ pD ¨ xiq yj ,

hence φα is represented by

D̃ “

¨

˚

˚

˚

˚

˚

˝

A 0 . . . 0

0 A
...

...
...

. . .
...

0 0 . . . A

˛

‹

‹

‹

‹

‹

‚

(a) This is an exercise. l

Definition + remark 5.8 Let L{k be a finite field extension, r “ rL : kss “ |HomkpL, kq|. Let

q “ rL:ks
rL:kss

.

(i) For α P L define

NL{kpαq “ detpφαq trL{k pαq “ trpφαq.

(ii) Let HomkpL, kq “ tσ1, . . . , σru. Then

NL{kpαq “

˜

r
ź

i“1

σipαq

¸q

, trL{kpαq “

˜

r
ÿ

i“1

σipαq

¸

¨ q.

proof. Copy the proof of 5.5. Recall that the minimal polynomial of α over k is given by

mα “

r
ź

i“1

pX ´ σipαqq
q ,

where q is defined as above. l

§ 6 Normal series of groups

Definition 6.1 Let G be a group.

(i) A series

G “ G0 Ź G1 Ź . . . Ź Gn

of subgroups is called a normal series for G, if Gi Ÿ Gi´1 is a normal subgroup in Gi´1

and Gi ‰ Gi´1 for 1 ď i ď n. The groups Hi :“ Gi´1 {Gi are called factors of the series.
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(ii) A normal series as above is called a composition series for G, if all its factors are simple

groups and Gn “ teu.

Example 6.2 (i) For G “ S4 we have a composition series

G “ S4 Ź A4 Ź V4 Ź T4 Ź teu

where T4 “ tid, σu – Z {2Z for some transposition σ P S4. We have quotients

S4 {A4 “ Z {2Z , A4 {V4 “ Z {3Z , V4 {T4 “ Z {2Z , T4
L

teu “ Z {2Z

(ii) Z has no composition series.

(iii) Every normal series is a composition series.

(iv) Every finite group has a composition series.

Remark 6.3 If G “ G0 Ź G1 Ź . . . Ź Gn “ teu is a normal composition series for a finite

group G, then the following is clear:

|G| “
n
ź

i“1

|Gi´1 {Gi |

Definition + remark 6.4 Let G be a group.

(i) For subgroups H1, H2 ď G let rH1, H2s denote the subgroup of G generated by all commu-

tators

rh1, h2s “ h1h2h
´1
1 h´1

2 with hi P Hi for i P t1, 2u.

(ii) rG,Gs “ G1 is called the derived or commutator subgroup of G.

(iii) G1 ŸG and Gab :“ G {G1 is abelian.

(iv) Let A be an abelian group and φ : G ÝÑ A a homomorphism of groups. Let π : G ÝÑ Gab

denote the residue map. Then G1 Ď kerpφq, thus φ factors to a unique homomorphism

φ : Gab ÝÑ A, such that φ “ φ ˝ π.

(v) The chain

G ŹG1 Ź G2 “ rG1, G1s Ź . . . Ź Gpn`1q “ rGn, Gns

is called the derived series of G.

(vi) G is solvable if and only if its derived series stops at teu.

proof. (iii) For g P G, a, b P G we have

grabsg´1 “ gaba´1b´1g´1 “ ga g´1g
loomoon

“e

b g´1g
loomoon

“e

a´1 g´1g
loomoon

“e

b´1g´1 “ rgag´1, gbg´1s P G1.
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Moreover

e “ ra, bs “ ra, bs “ aba´1b´1 ðñ ab “ ab “ ba “ ba.

(iv) Let A be an abelian group, φ : G ÝÑ A a himomorphism. For x, y P G we have

φprx, ysq “ φpxyx´1y´1q “ φpxq “ φpyqφpxq´1φpyq´1 “ e ùñ G1 Ď kerpφq.

(vi) ’ð’ If the derived series of G stops at teu, G has a normal series with abelian factors and

is solvable.

’ñ’ Let now G “ G0 Ź . . . ŹGn “ teu be a normal series with abelian factors. We have

to show that Gpnq “ teu.

Claim (a) We have Gpiq Ď Gi for 0 ď i ď n.

Then we see Gpnq Ď Gn “ teu an hence the derived series of G stops at teu. It remains

to prove the claim.

(a) We have πi : Gi ÝÑ Gi
L

Gi`1 is a homomorphism from G to an abelian group.

Then by part (iv), we have Gp1qi “ G1i Ď kerpπiq “ Gi`1.

By induction on n we have Gpiq “ pGpi´1qq1 Ď Gi, hence
`

Gpiq
˘1
Ď Gi?.

Thus we get

Gpi`1q “

´

Gpiq
¯1

Ď G1i Ď kerpπIq “ Gi`1,

which finishes the proof. l

Proposition 6.5 A finite group G is solvable if and only if the factors of its composition series

are cyclic of prime order.

proof. ’ñ’ Let

G “ G1 Ź G2 Ź . . . ŹGm “ t1u

be a normal series of G with abelian quotients Gi ´ 1 {Gi for 1 ď i ď m. Refine it to a

composition series

G “ G0 “ H0,0ŹH0,1Ź. . .ŹH0,d0 “ G1 “ H1,0Ź. . .ŹH´1, d1 “ G2 Ź . . . Ź Gm “ t1u.

Then we have

Hi,j
L

Hi,j`1 – Hi,j
L

Gi`1

M

Hi,j`1
L

Gi`1
Ď Gi

L

Gi`1

M

Hi,j`1
L

Gi`1

hence Hi,j
L

Hi,j`1 is isomorphic to a subgroup of a factor group of an abelian group, thus

abelian.

’ð’ Since the factor groups of the composition series are isomorphic to Z {pZ for some primes

p, the quotients are abelian, thus G is solvable. l
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Theorem 6.6 (Jordan - Hölder) Let G be a group and

G “ G0 Ź G1 Ź . . . Ź Gn “ teu

G “ H0 Ź H1 Ź . . . Ź Hm “ teu

be two composition series of G. Then n “ m and there ist σ P Sn such that

Hi
L

Hi`1 – Gσpiq
M

Gσpiq`1 for 0 ď i ď n´ 1

proof. We prove the statement by induction on n.

n=1 G is simple and thus H1 “ teu.

n>1 Let G :“ G {G1 and π : G ÝÑ G be the residue map.

Then H i “ πpHiq Ĳ G is a normal subgroup. Since G is simple, hence we have H i P

tteu, Gu. If H1 “ G, then H2 is a normal subgroup of H1 “ H, and so on. Hence we find

j P t1, . . .mu such that

H i “ G for 0 ď 1 ď j and H i “ teu for j ` 1 ď i ď m.

Define Ci :“ Hi XG1 ă G1 for 0 ď i ď m.

Claim (a) If j ď m´ 2, then we have a composition series for G1:

G1 “ C0 Ź C1 Ź . . . Ź Cj Ź Cj`2 Ź . . . Ź Cm “ teu.

If j “ m´ 1, we have a composition series for G1:

G1 “ C0 Ź C1 Ź . . . Ź Cm´1 “ teu.

Clearly G1 Ź G2 Ź . . . Ź Gn “ teu is a composition series, too. By induction hypothesis

we have n´ 1 “ m´ 1, hence n “ m. Moreover we have for i ‰ j

Ci
L

Ci`1 – Gσpiq
M

Gσpiq`1

Cj
L

Cj`2 – Gσpjq
M

Gσpjq`1

,

.

-

p˚q

For some σ : t0, 1, . . . , j, j ` 2, j ` 3, . . . , n´ 1u ÝÑ t1, . . . , n´ 1u

Claim (b) We have

(1) Cj`1 “ Cj

(2) Ci
L

Ci`1 – Hi
L

Hi`1 for i ‰ j.

(3) Hj
L

Hj`1 – G “ G {G1 .

By p˚q and Claim (a),(b) the theorem is proved.

It remains to show the Claims.

(a) Ci`1 is a normal subgroup of Ci, Ci`1 “ Hi`1 XG1. Further Cj`1 is normal in Cj “ Cj`1
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by Claim (b)(2) and Ci
L

Ci`1 – Hi
L

Hi`1 for i ‰ j is simple by Claim (b)(2). Then
Cj

L

Cj`2 “ Cj
L

Cj`1 “ Hj
L

Hj`1 is simple, too.

(b) (1) We have Hj`1 Ď G1, hence Hj`1 X G1 “ Hj`1 “ Cj`1. Cj “ Hj X G1 is normal

subgroup of Hj . Thus Hj Ź Cj Ź Cj`1 “ Hj`1. Since Hi
L

Hi`1 is simple, we must

have Cj “ Cj`1.

(2) i>j Then Ci “ Hi XG1 “ Hi since Hi Ď G1.

i<j We have H i “ G “ G {G1 . Then we have G1Hi “ G p˚q, since:

’Ď’ Clear.

’Ě’ For g P G, g P G its image there exists h P Hi such that

h “ g ùñ h
´1
g P G1 ðù h

´1
g “ g1 P G1 ùñ g “ hg1 P HiG1.

With the isomorphism theorem we obtain

Ci
L

Ci`1 “ Ci
L

Hi`1 XGi “ Ci
L

Hi`1 X Ci – CiHi`1
L

Hi`1 .

Therefore it remains to show that CiHi`1 “ Hi.

’Ď’ Since Ci, Hi`1 Ď Hi we also have CiHi`1 Ď Hi

’Ě’ Let x P Hi. by p˚q we have Hi`1Gi “ G. Then there exists g P G1, h P Hi`1

such that x “ gh, thus we have g “ xh´1 P HiHi`1 “ Hi, i.e. g P GiXHi “ C1

and thus x P CiHi`1.

(3) We have

Hi
L

Hi`1 “ Hi
L

Cj`1 “ Hj
L

Cj “ Hj
L

Hj XG1 “ G1Hj {G1
p˚q
“ G {G1 ,

which finishes the proof, paragraph and chapter. l



Kapitel II

Valuation theory

§ 7 Discrete valuations

Example 7.1 Let P P N prime. For x P Zzt0u let

νppxq “ maxtk P N
ˇ

ˇ pk | xu.

Then pνppxq | x, pνppxq`1 - x. Example: ν2p12q “ 2. Write x “ pνppxq ¨x1 where p - x1. For x
y P Q

ˆ

define

νp

ˆ

x

y

˙

“ νppxq ´ νppyq.

This defines a map νp : Q ÝÑ Z, such that

(i) vppabq “ νppaq ` νppbq (clear)

(ii) vppa` bq ě mintνppaq, νppbqu, since: Write a “ pνppaq ¨ a1, b “ pνppbq ¨ b1. Let w.l.o.g νppbq ď

νppaq. Then we have

a` b “ pνppaq ¨ a1 ` pνppbq ¨ b1 “ pνppbq ¨
´

b1 ` a1 ¨ pνppaq´νppbq
¯

.

Hence pνppbq | a` b and thus νppa` bq ě νppbq “ mintνppaq, νppbqu.

Definition 7.2 Let k be afield. A discrete valuation on k is a surjectove group homomorphism

νˆk ÝÑ pZ,`q satisfying

νpx` yq ě mintνpxq, νpyqu for all x, y P kˆ, x ‰ ´y.

Remark 7.3 Let R be a factorial domain, k “ QuotpRq. Let further be p P Rzt0u be a prime

element. Then νp : kˆ ÝÑ Z can be defined as in Example 7.1: Write

x “ e ¨
ź

pPP
pνppxq, e P Rˆ
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where P denotes set of representatives of prime elements of R. Then νp is a discrete valuation

on k.

Example 7.4 Let k be a field, a P k, R “ krXs and pa “ X ´ a P krXs. For f P krXs define

νpapfq “ n if f has an n-fold root in a, i.e. f “ pX ´ aqn ¨ g for some 0 ‰ g P krXs. Then νpa is

a discrete valuation on kpXq “ QuotpkrX sq satisfying νp|k “ 0.

Remark 7.5 There is no discrete valuation on C.

proof. Assume there exists a discrete valuation on C, say ν : Cˆ ÝÑ Z. Since ν is surjective,

there exists z P Cˆ such that νpzq “ 1.

Let now y P Cˆ such that y2 “ z. Then we have

1 “ νpzq “ νpy2q “ νpy ¨ yq “ νpyq ` νpyq “ 2νpyq ðñ νpyq “
1

2
R Z

which is a contradiction. l

Example 7.6 Let ν : Qˆ ÝÑ Z be a nontrivial discrete valuation. Then there exists a P Z such

that νpaq ‰ 0 and hence we find p P P: νppq ‰ 0.

If νpqq “ 0 for all q P P, then ν “ νp.

Assume we have νppq ‰ 0 ‰ νpqq for some p ‰ q P P and write 1 “ ap` bq for suitable a, b P Z.
Then

0 “ νp1q “ νpap`bqq ě mintνpapq, νpbqqu “ mint νpaq
loomoon

ě0 p˚q

`νppq, νpbq
loomoon

ě0 p˚q

`νpqqu ě mintνppq, νpqqu ą 0

Hence a contradiction, i.e. we have νppq ‰ 0 for at most one p P P, thus ν “ νp.

p˚q obtain that we have νp1q “ νp1 ¨ 1q “ νp1q ` νp1q ñ νp1q “ 0 and by induction

νpaq “ νp1` pa´ 1qq ě mintνp1q, νpa´ 1qu ě 0

Proposition 7.7 Let k be a field and ν : kˆ ÝÑ Z be a discrete valuation on k.

(i) νp1q “ νp´1q “ 0.

(ii) Oν :“ tx P kˆ | νpxq ě 0u Y t0u is a ring, called the valuation ring of ν.

(iii) mν :“ tx P kˆ | νpxq ą 0u Y t0u Ÿ Oν is an ideal in Oν , called the valuation ideal of ν.

More precisely, mν is the only maximal ideal in Oν , i.e. Oν is a local ring.

(iv) mν is a principal ideal.

(v) Oν is a principal ideal domain. More precisely, any ideal I ‰ t0u in Oν is of the form

I “ ptdq for some d P N and t P mν with νptq “ 1.

(vi) We have k “ QuotpRq and for x P kˆ: x P Oν or 1
x P Oν .

proof. (ii) This is strict calculating, which may be verified by the reader.



§ 7 DISCRETE VALUATIONS 43

(iii) mν is an ideal, since for x, y P mν , α P Oν we have

νpx` yq ě mintνpxq, νpyqu ą 0, νpαxq “ νpαq
loomoon

ě0

`νpxq ě νpxq ą 0.

Let now x P Oν with νpxq “ 0. Then

ν

ˆ

1

x

˙

“ νp1q ´ νpxq “ ´νpxq “ 0,

hence x P Oˆν . Thus we have mν “ OνzOˆν and the claim follows.

(iv) Let t P mν such that νptq “ 1. Then for x P mν let νpxq “ d ą 0. Then we have

ν
´

x ¨ t´d
¯

“ νpxq ` ν

ˆ

1

td

˙

“ d` 0´ d “ 0

Define e :“ x ¨ t´d P Oˆν . Then x “ e ¨ td, hence mν “ ptq.

(v) Let t0u ‰ I ‰ Oν be an ideal in Oν . Let d :“ mintνpxq | x P Izt0uu ą 0.

’Ě’ Let x P I such that νpxq “ d. By part (iv) we have x “ e ¨ td for some e P Oˆν , hence
we have td P I; thus ptdq Ď I.

’Ď’ Let now y P Izt0u and write y “ e ¨ tνpyq for some e P Oˆν and νpyq ą d. Then

y “ td ¨ e ¨ tνpyq´d, hence y P ptdq and thus I Ď ptdq.

(vi) If νpxq ě 0, then x P Oν . If νpxq ă 0, we have

ν

ˆ

1

x

˙

“ νp1q ´ νpxq “ ´νpxq ą 0, hence
1

x
P mν Ď Oν ,

which we wanted to show. l

Definition 7.8 An integral domain R is called a discrete valuation ring, if there exists a discrete

valuation ν of k “ QuotpRq such that R “ Oν .

Proposition 7.9 Let R be a lokal integral domain. Then the following statements are equivalent.

(i) R is a discrete valuation ring.

(ii) R is a principal ideal domain.

(iii) There exists t P Rzt0u such that every x P Rzt0u can uniquely be written in the form

x “ e ¨ td for some e P Rˆ, d ě 0

proof. ’(i) ñ (ii)’ This follows by 7.7.

’(ii) ñ (iii)’ We know that principal ideal domains are factorial. Let t P R be a generator of the

maximal ideal m of R. Then t is prime, since any maximal ideal is also prime. Let now

p P Rzt0u a prime element. Then p R Rˆ, hence p P m, thus we can write p “ t ¨ x for

some x P R. Since p is prime, hence irreducible, we have x P Rˆ ñ ppq “ ptq. Thus we
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have p “ t and we have only one prime element in R. The unique prime factorization in

factorial domains gives us x “ e ¨ td for some e P Rˆ and d ě 0.

’(iii)ñ(i)’ For x “ e ¨ td P Rzt0u, e P Rˆ, d ě 0 define νpxq “ d. We claim that ν is discrete

valuation. We have

νpxyq “ ν
´

etd ¨ e1td
1
¯

“ ν
´

ee1td`d
1
¯

“ ν
´

e2td`d
1
¯

“ d` d1.

Let w.l.o.g. d ď d1. Then

νpx` yq “ ν
´

etd ` e1td
1
¯

“ ν
´

td
´

e` e1td
1´d

¯¯

ě d “ mintd, d1u

which we extend to

ν : kˆ ÝÑ Z, ν

ˆ

x

y

˙

“ νpxq ´ νpyq.

This is well defined: For x
y “

x1

y1 we have xy
1 “ x1y and νpx1yq “ νpxq`νpy1q “ νpx1q`νpyq,

thus

ν

ˆ

x

y

˙

“ νpxq ´ νpyq “ νpx1q ´ νpy1q “ ν

ˆ

x1

y1

˙

.

Finally we have νptq “ 1, hence ν : kˆ ÝÑ Z is surjective. Thus ν is a discrete valuation

on k and R “ Oν . l

Definition + proposition 7.10 Let R be a local ring with maximal ideal m.

(i) k :“ R {m is called the residue field of R.

(ii) m {m2 has a structure of a k-vector space.

(iii) If R is a discrete valuation ring, then dimkpm {m2 q “ 1.

proof. (ii) For a P R, x P m define ax “ ax, where a, x are the images of a, x in k.

This is well defined: Let a1 P R with a1 “ a and x1 P m with x1 “ x. We have to show that

a1x1 “ ax ðñ a1x1 ´ ax P m2

We have a1 “ a, hence a1 “ a ` y for some y P m. Analogously we have x1 “ x, hence

x1 “ x` for some z P m2. Thus we have

a1x1 “ pa` yqpb` zq “ ax` az ` xy ` yz ” ax mod m2,

which finishes the proof. l
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§ 8 The Gauß Lemma

Let R be a UFD (unique factorization domain), P a set of representatives of the primes in R

with respect to associateness, i.e. x „ y ô y “ u ¨ x for some u P Rˆ. Every x P Rzt0u has a

unique factorization

x “ u ¨
ź

pPP
pνppxq, νppxq ě 0 for p P P, u P Rˆ

where νp : kˆ ÝÑ Z is a discrete valuation on k “ QuotpRq.

Definition + proposition 8.1 Let R be a factorial domain, k “ QuotpRq and

f “
n
ÿ

i“0

aiX
i P krXszt0u, an ‰ 0.

(i) For p P P let νppfq “ mintνppaiq | 0 ď i ď nu.

(ii) f is called primitive, if νppfq “ 0 for all p P P.
(iii) If f is primitive, then f P RrXs.

(iv) If f P RrXs is monic, i.e. an “ 1, then f is primitive.

(v) There exists c P kˆ such that c ¨ f is primitive.

proof. (iii) If f is primitive, we have min1ďiďntνppaiqu “ 0, i.e. νppaiq ě 0 for all 1 ď i ď n.

Thus ai P R and f P RrXs.

(iv) If ai P R we have νppaiq ě 0 for all 1 ď i ď n. Moreover νppanq “ νpp1q “ 0, hence

νppfq “ min1ďiďntνppaiqu “ 0. thus f is primitive.

(v) For νppfq :“ d choose c :“ p´d P kˆ. Then

νppc ¨ fq “ νppcq ` νppfq “ νppp
´dq ` d “ ´d` d “ 0,

thus c ¨ f is primitive. l

Proposition 8.2 (Gauß-Lemma) For f, g P krXs and p P P we have

νppf ¨ gq “ νppfq ` νppgq.

proof. Write

f “
n
ÿ

i“0

aiX
i, g “

m
ÿ

j“0

bjX
j , f ¨ g “

m`n
ÿ

k“0

ckX
k, ck “

k
ÿ

i“0

aibk´i

case 1 Assume m “ 0, i.e. g “ b0 P k
ˆ. Then ck “ ak ¨ b0, hence

νppckq “ νppakq ` νppb0q.
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Then we obtain

νppf ¨gq “ min
0ďkďn

νppckq “ min
0ďkďn

tνppakq`νppb0qu “ νppb0q` min
0ďkďn

tνppakqu “ νppgq`νppfq

case 2 Assume νppfq “ 0 “ νppgq, i.e. f, g are primitive. Clearly νppfgq ě 0. We have to show:

νppfgq “ 0. Let i0 :“ maxti | νppaiq “ 0u and j0 :“ maxtj | νppbjq “ 0u. Then

ci0`j0 “

i0`j0
ÿ

i“0

aibi0`j0´i “
i0´1
ÿ

i“0

aibi0`j0´i
looooooomooooooon

pAq

`ai0`j0 `

i0`j0
ÿ

i“i0`1

aibi0`j0´i

loooooooomoooooooon

pBq

We have νppai0bj0q “ νppai0q` νppbj0q “ 0. We have i0` j0´ i ą j0, hence νppbi0`j0´iq ě 1

for 0 ď i ď i0 ´ 1. Then

νppAq “ νp

˜

i0´1
ÿ

i“0

aibi0`j0´i

¸

ě min
0ďiďi0´1

tνppaibi0`j0´1qu

“ min
0ďiďi0´1

tvppaiq ` νppbi0`j0´1qu

ě min
0ďiďi0´1

tνppbi0`j0´1qu

ě 1

νppBq “ νp

˜

i0`j0
ÿ

i“i0`1

aibi0`j0´i

¸

ě 1.

Since we have

0 “ νppai0bj0q ě mintνppci0`j0q, νppAq, νppBqu “ νppci0`j0q “ 0

we get νppci0`j0q “ 0. Hence we obtain

νppfgq “ mintνppciq | 0 ď i ď m` nu “ νppci0`j0q “ 0.

case 3 Consider now the general case, i.e. f, g are arbitrary. Multiply f and g by suitable

constants a and b, such that f̃ :“ af and g̃ :“ bg are primitive. Then by the first two cases

we have

νppfgq “ νp

ˆ

1

a

1

b
f̃ g̃

˙

1
“ νp

ˆ

1

a

1

b

˙

` νppf̃ g̃q
2
“ νp

ˆ

1

a

˙

` νp

ˆ

1

b

˙

` νppf̃q
loomoon

“0

` νppg̃q
loomoon

“0

“ νp

ˆ

1

a

˙

` νppf̃q ` νp

ˆ

1

b

˙

` νppg̃q “ νp

ˆ

1

a
f̃

˙

` νp

ˆ

1

b
g̃

˙

“ νppfq ` νppgq,

which finishes the proof. l
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Theorem 8.3 (Eisenstein’s criterion for irreducibility) Let R be a factorial domain, p P P and

f “
n
ÿ

i“0

aiX
i P RrXszt0u

Assume that f is primitive and we have

(i) νppa0q “ 1,

(ii) νppaiq ě 1 or ai “ 0 for 1 ď i ď n´ 1 and

(iii) νppanq “ 0

Then f is irreducible over RrXs.

proof. Assume that f “ g ¨ h with some g, h P RrXs. Write

g “
r
ÿ

i“0

biX
i, h “

s
ÿ

j“0

ciX
j , with r ` s “ n

Then we have a0 “ b0c0. W.l.o.g. νppb0q “ 1 and νppc0q “ 0. Further an “ brcs, thus we must

have νppbrq “ νppcsq “ 0 for νppanq “ 0. Let now

d :“ maxti | νppbjq ě 1 for 0 ď j ď iu

Obviously 0 ď d ď r ´ 1. Consider

ad`1 “ bd`1c0
loomoon

“:A

`

d
ÿ

i“0

bicd`1´i

looooomooooon

“:B

.

We have

νppAq “ νppbd`1q ` νppc0q “ 0` 0 “ 0,

νppBq ě min
0ďiďd

tνppbicd`1´1q ě 1

and thus νppad`1q “ 0. But this implies d` 1 “ nô n´ 1 “ d ď r´ 1 ñ n ď r ñ n “ r. Then

we have s “ 0, thus h “ c0 is constant. Further for q P P we have

0 “ νqpfq “ νqpgcoq “ νqpgq
loomoon

ě0

`νqpc0q

i.e. νqpc0q “ 0, hence c0 P R
ˆ and f is irreducible. l

Theorem 8.4 (Gauß) Let R be a factorial domain. Then RrXs is factorial.

proof. Let f P RrXszt0u Ď krXs where k “ QuotpRq. Since krXs is factorial, we can write

f “ c ¨ f1 ¨ ¨ ¨ fn, fi P krXs prime , c P kˆ
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W.l.o.g the. fi are primitive, otherse multiply them by suitable constants. In particular we have

fi P RrXs. Note that c P R: For p P P, we have

0 “ νppfq “ νppcq `
n
ÿ

i“1

νppfiq “ νppcq.

Write c “ ε ¨ p1 ¨ ¨ ¨ pr with some ε P Rˆ and pi P P.Then by

Claim (a) fi P RrXs are prime for 1 ď i ď n.

Claim (b) pi P RrXs are prime for 1 ď i ď r.

we have found a factorization of f into prime elements and hence RrXs is factorial. Now prove

the claims.

(a) Let g, h P RrXs such that gh P pfiq “ fiRrXs.

May assume that g P fikrXs, i.e. g “ fig̃ for some g̃ P krXs. For p P P we obtain

0 ď νppgq “ νppfiq
loomoon

“0

`νppg̃q “ νppg̃q.

Thus we get g̃ P RrXs, which implies g “ fig̃ P fiRrXs “ pfiq.

(b) Since π : R ÝÑ R
L

ppq induces a map ψ : RrXs ÝÑ R
L

ppqrXs with kerpψq “ pRrXs we

have
RrXs

L

pRrXs – R {pR rXs.

Since R {pR is an integral domain, ppq is prime. l

Corollary 8.5 Let k be a field. Then krX1, . . . Xns is factorial for any n P N.

Corollary 8.6 Let R be a factorial domain, k “ QuotpRq. If f P RrXs is irreducible over RrXs,

then f is irreducible over krXs.

proof. Let 0 ‰ f “ c¨f1 ¨ ¨ ¨ fn be decomposition of f in krXs, i.e. c P kˆ and fi P krXs irreducible

for 1 ď i ď n. We may assume that the fi are primitive, hence contained in RrXs, since we can

multiply them by suitable constants. We still have to show c P R. Since f P krXs, i.e. νppfq ě 0

we have

νppfq “ νppc ¨ f1 ¨ ¨ ¨ fnq “ νppcq `
n
ÿ

i“1

νppfiq
loomoon

“0

“ νppcq
!
ě 0

Thus c P R. Then the decomposition from above is in R - but since f is irreducible in R, we have

n “ 1 and c P Rˆ. l
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§ 9 Absolute values

Definition 9.1 Let k be a field. A map

| ¨ | : k ÝÑ Rě0

is called an absolute value, if

(i) positive definiteness: |x| “ 0 ðñ x “ 0

(ii) multiplicativeness: |xy| “ |x| ¨ |y| for all x, y P k.

(iii) triangle inequality: |x` y| ď |x| ` |y| for all x, y P k.

Example 9.2 (i) The ’normal’ absolute value | ¨ |8 on C and on any of its subfields denotes

an absolute value.

(ii) Let νˆk ÝÑ Z be a discrete valuation, ρ P p0, 1q. Then

| ¨ |ν : k ÝÑ R, x ÞÑ

$

&

%

ρνpxq x ‰ 0

0 x “ 0

is an absolute value on k, since

(1) Trivial, since |0| “ 0 and ρx ‰ 0 for any x P Z.
(2) Clearly |xy|ν “ ρνpxyq “ ρνpxq`νpyq “ ρνpxqρνpyq “ |x|ν |y|ν .

(3) Further

|x`y|ν “ ρνpx`yq ď ρmintνpxq,νpyqu “ maxtρνpxq, ρνpyqu “ maxt|x|ν , |y|νu ď |x|ν`|y|ν

(iii) For the p-adic valuation νp on Q we choose ρ :“ 1
p . Then |x|p “ p´νppxq is an absolute

value.

Remark + definition 9.3 Let k be a field, | ¨ | an absolute value on k.

(i) |1| “ | ´ 1| “ 1 and |x| “ | ´ x| for all x P k.

(ii) The absolute value is called trivial, if |x| “ 1 for all x P k.

proof. We have |1| “ |1 ¨ 1| “ |1| ¨ |1|, hence |1| “ 1. Moreover | ´ 1| “ |1 ¨ p´1q| “ |1| ¨ | ´ 1|,

hence | ´ 1| “ 1. For x P k we have | ´ x| “ |p´1q ¨ x| “ | ´ 1| ¨ |x| “ |x|. l

Proposition + definition 9.4 Let k be a field with charpkq “ 0, i.e. k Ě Q and | ¨ | an absolute

value on k.

(i) | ¨ | is called archimedean, if |n| ą 1 for all n P Zzt´1, 0, 1u.

(ii) | ¨ | is called nonarchimedean, if |n| ď 1 for all n P Z.
(iii) | ¨ | is either archimedean or nonarchimedean.

(iv) The p-adic absolute value on Q is nonarchimedean.
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proof of (iii). Since |n| “ | ´ n|, it suffices to check n P N. Let a P N Ď k with |a| ą 1. Assume

there exists b P Ną1 with |b| ď 1. Write

a “
N
ÿ

i“0

αib
i αi P t0, . . . b´ 1u, |N | “ tlogbpaqu.

Then we have

|a| ď

tlogbpaqu
ÿ

i“0

|αi||b|
i ď logbpaq ¨ max

0ďiďtlogbpaqu
t|αi|u “: logbpaq ¨ c,

|an| ď logbpa
nq ¨ c “ n ¨ logbpaq ¨ c

and |an| grows linearly in n. Likewise we get for n P N

an “

tlogbpa
nqu

ÿ

i“0

α
pnq
i bi, α

pnq
i P t0, . . . b´ 1u,

|an| “ |a|n ď plogbpaq ¨ cq
n

which grows exponentially in n, which is a contradiction. Hence the claim follows. l

Remark 9.5 An absolute value | ¨ | on a field k induces a metric

dpx, yq :“ |x´ y|, x, y P k

Therefore, k as a topology and aspects as ’convergence’ and ’cauchy sequences’ are meaningful.

Definition + remark 9.6 (i) Two absolute values | ¨ |1, | ¨ |2 on k are called equivalent, if

there exists s P R, such that |x|1 “ |x|s2 for all x P k. In this case, we write | ¨ |1 „ | ¨ |2.

(ii) Two absolutes values | ¨ |1, | ¨ |2 are equivalent if and only if the induce the same topology

on k.

proof. Is left for the reader as an exercise.

Example 9.7 The p-adic absolute values on Q are not equivalent for p ‰ q P P. Consider

|pn|p “ p´n
nÑ8
ÝÝÝÑ 0, |pn|q “ 1 for all n P N

Moreover we have | ¨ |p  | ¨ |8, since by the transittivity of equivalence of absolute values, we

have

| ¨ |p „ | ¨ |8 „ | ¨ |q

which is not true.
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Theorem 9.8 (Ostrowski) Any nontrivial absolute value | ¨ | on Q is equivalent either to the

standard absolute value | ¨ |8 on Q or to a p-adic absolute value | ¨ |p for some p P P.

proof. case 1 Assume | ¨ | is nonarchimedean. We want to show, that in this case | ¨ | „ | ¨ |p for

some p P P. Since | ¨ | is non-trivial, there exists x P N such that

|x| “

ˇ

ˇ

ˇ

ˇ

ź

pPP
pνppxq

ˇ

ˇ

ˇ

ˇ

“
ź

pPP
|p|νppxq ‰ 1

for at least one x P Q, hence, we have |p| ‰ 1 for at least one p P P, i.e. |p| ă 1. Assume

there is another prime q ‰ p with |q| ă 1. Then we find N P N, such that

|p|N ň
1

2
, |q|N ň

1

2
.

Moreover, since pN , qN are coprime, we can write

1 “ a ¨ pN ` b ¨ qN for suitable a, b P Z.

So the contradiction follows by

1 “ |1| “
ˇ

ˇapN ` bqN
ˇ

ˇ ď |a|
loomoon

ď1

ˇ

ˇpN
ˇ

ˇ

loomoon

ă 1
2

` |b|
loomoon

ď1

ˇ

ˇqN
ˇ

ˇ

loomoon

ă 1
2

ă 1,

hence we have |q| “ 1 for any q ‰ p P P. Let now s :“ ´ logp |p|. For x P Qˆ we obtain

|x| “

ˇ

ˇ

ˇ

ˇ

ź

p̃PP
p̃νp̃pxq

ˇ

ˇ

ˇ

ˇ

“
ź

p̃PP
|p̃|νp̃pxq “ |p|νppxq “ p´s¨νppxq “

´

p´νppxq
¯s
“ |x|sp

thus we have | ¨ | „ | ¨ |p.

case 2 Let now | ¨ | be archimedean. We now have to show | ¨ | „ | ¨ |8. For n P Ně2 we have

1 ă |n| “

ˇ

ˇ

ˇ

ˇ

n
ÿ

i“1

1

ˇ

ˇ

ˇ

ˇ

ď

n
ÿ

i“1

|1| “ n.

For any a P Ně2 we find s :“ spaq P Ră0 such that

|a| “ |a|s8 “ as

namely

s “ logap|a|q “
logp|a|q

logpaq
.

Claim (a) We have
logp|a|q

logpaq
“

logp|2|q

logp2q
.
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Since now s is independent of a, we have | ¨ | „ | ¨ |8. Prove now the claim:

(a) For n P N write

2n “
N
ÿ

i“0

αia
i with αi P t0, . . . a´ 1u and N ď loga 2n “ n ¨

logp2q

logpaq
.

Then we have

|2|n “ |2n| ď
N
ÿ

i“0

|αi|
loomoon

ďαiăa

hkkikkj

|a|i ď |a|N ď pN ` 1q¨a ¨ |a|N ,

hence we get

n ¨ logp|2|q ď logpN ` 1q ` logpaq `N logp|a|q

ď log

ˆ

n ¨
logp2q

logpaq
` 1

˙

` logpaq ` n ¨
logp2q

logpaq
¨ logp|a|q.

Multiplying the equation by 1
n ¨

1
logp2q gives us

logp|2|q

logp2q
ď

1

n
¨ log

ˆ

n ¨
logp2q

logpaq
` 1

˙

`
logp|a|q

logpaq

and thus
logp|2|q

logp2q
ď

logp|a|q

logpaq
.

Swapping the roles of a and 2 in the equation above gives us the other inequality.

Hence we have equality, which proves the claim. l

Proposition 9.9 Let | ¨ | be a nonarchimedean absolute value on a field k.

(i) |x` y| ď maxt|x|, |y|u for all x, y P k.

(ii) If |x| ‰ |y|, then equality holds in (i).

proof. (i) If x “ 0, we have |y ` x| “ |y| ď maxt0, |y|u “ maxt|x|, |y|u. Thus assume x ‰ 0.

We have |x` y| “ |x|
ˇ

ˇ1` y
x

ˇ

ˇ. It suffices to show |x` 1| ď maxt1, |x|u. Then we get

|x` y| “ |y| ¨
ˇ

ˇ

ˇ
1`

x

y

ˇ

ˇ

ˇ
ď |y| ¨max

"

ˇ

ˇ

ˇ

x

y

ˇ

ˇ

ˇ
, |1|

*

ď maxt|x|, |y|u

For n P N we have

px` 1qn “
n
ÿ

k“0

˜

n

k

¸

xk.



§ 9 ABSOLUTE VALUES 53

Then we have

|x` 1|n “ |px` 1qn| “

ˇ

ˇ

ˇ

ˇ

n
ÿ

k“0

˜

n

k

¸

xk
ˇ

ˇ

ˇ

ˇ

ď

n
ÿ

k“0

ˇ

ˇ

ˇ

ˇ

˜

n

k

¸

ˇ

ˇ

ˇ

ˇ

loomoon

ď1

|x|
loomoon

ď1

k
ď n` 1,

hence

|x` 1| ď n
?
n` 1 for all n P N.

Thus |1` x| ď 1. Since we clearly have |x` 1| ď |x|, we all in all have

|x` 1| ď max |t|x|, 1u.

(ii) Let z “ x` y and assume |x| ă |y|. We have to show |z| “ |y|. Assume |z| ă |y|. Then

|y| “ |z ´ x|
piq
ď maxt|z|, | ´ x|u ă |y|  

and the proof is done. l

Proposition 9.10 Let | ¨ | be an a nonarchimedean absolute value on a field k. Then

(i) We have a local ring

B1p0q :“ tx P k
ˇ

ˇ|x| ď 1u “: Ok

with maximal ideal

B1p0q :“ tx P k
ˇ

ˇ|x| ă 1u “: mk

(ii) Every point in ball is its center.

(iii) Balls are either disjoint or one of them is contained in the other one.

(iv) All triangles are isosceles.

proof. (i) By 9.8(i), B1p0q is closed under Addition. The remaining is calculating.

(ii) Let z P Brpxq. To show: Brpzq “ Brpxq.
’Ď’ Let y P Brpzq, i.e. we have |y ´ z| ď r. Then

|y ´ x| “ |y ´ z ` z ´ x| ď maxt|y ´ z|, |z ´ x|u ď r ñ y P Brpxq.

Thus we have Brpzq Ď Brpxq.
’Ě’ Follows by symmetry.

(iii) Let B :“ Brpxq, B1 :“ Br1px1q and y P B X B1. W.l.o.g. r ď r1.

Then for z P B we have

|z ´ x1| “ |z ´ x` x´ y ` y ´ x1| ď maxt|z ´ x|, |x´ y|, |y ´ x1|u “ maxtr, r, r1u “ r1
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which implies z P B1. Hence we have B Ď B1.
(iv) Follows from 9.8(ii). l

Corollary 9.11 Let k be a field, | ¨ | a nonarchimedean absolute value on k.

(i) All balls are closed and open, considering the topology on k induced by the metric dpx, yq “

|x´ y|.

(ii) k is totally disconnected, i.e. no subset of k containing more than on element is connected.

proof. (i) Let B :“ Brpxq be a closed ball for some x P k, r P Rě0. Then B topologically clearly

is closed . Let now y P B. Then Brpyq Ď B by 9.9(ii), i.e. B is open.

Let now B :“ Brpxq be an open ball and y P k a boundary point. Thus for all s ą 0 we

find z P Bspxq X Brpxq. Choose s ď r. Then

dpx, yq ď maxtdpy, zq, dpx, zqu ă maxts, ru “ r.

Thus y P Brpxq, hence Brpxq is contains its boundary and is closed.

(ii) Let X Ď k be a subset with x ‰ y P X. Then for r :“ |x´ y| ą 0 we get

X “

´

B r
2
pxq XX

¯

Y

´

XzB r
2
pxq

¯

which is a decomposition of X into two nonempty, disjoint open subset, i.e. the claim

follows.

Example 9.12 (Geometry on pQ, | ¨ |pq) The unit disc in pQ, | ¨ |pq is

!a

b
P Q

ˇ

ˇ p - b
)

“: Zppq

The maximal ideal is
!a

b
P Q

ˇ

ˇ p - b, p | a
)

“ p ¨ Zppq “ B 1
p
p0q

We have
 

x P Q
ˇ

ˇ |x|p ă 1
(

“

"

x P Q
ˇ

ˇ |x|8 ă
1

p

*

Moreover
Zppq

M

pZppq – Z {pZ “ Fp “ t0, 1, . . . , p´ 1u

B1p0q is the disjoint union of the B 1
p
piq for 0 ď i ď p´ 1, where B 1

p
piq “ i` pZppq.
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§ 10 Completions, p-adic numbers and Hensel’s Lemma

Remark 10.1 Let | ¨ | be an absolute value on a field k. Let

C :“ tpanqnPN
ˇ

ˇ panq is Cauchy sequence in pk, | ¨ |qu

be th ring (!) of Cauchy sequences in k and

N :“
!

panqnPN
ˇ

ˇ lim
nÑ8

an “ 0
)

P C

the ideal (!) of Cauchy sequences converging to 0. Then

(i) N is a maximal ideal.

(ii) k1 :“ C {N is a field extension of k.

(iii) |panqnPN| :“ limnÑ8panq P Rě0 is an absolute value on k1 extending | ¨ |.

(iv) k1 is complete with respect to | ¨ |.

Remark 10.2 If | ¨ | is nonarchimedean, for every Cauchy sequence panqnPN R N we have |am| “

|an| for all m,n " 0.

proof. Since panq R N , 0 is not an accumulation point of panq. ùñ |an| ě ε for some ε ą 0 and

all n ě n0pεq “: n0. Thus for n,m ě n0 we have |an ´ am| ă ε. This implies by 9.8 (ii)

|an ´ am| ň maxt|an|, |am|u ùñ |an| “ |am|,

which was the claim. l

Definition 10.3 Let k “ Q, | ¨ | “ | ¨ |p for some p P P. Then the field k1 on 10.1 is called the field

of p-adic numbers and denoted by Qp. The valuation ring is called the ring of p-adic integers

and is denoted by Zp.

Remark 10.4 (i) Z Ă Zppq Ă Zp.
(ii) The maximal ideal in Zp is pZp.
(iii) Zp

L

pZp – Z {pZ “ Fp.
(iv) Zp is a discrete valuation ring.

proof. (i) The first inclusion is clear. For the second one consider x “ r
s P Zppq. Then by

definition of localization we have p - s and hence

|x| “
ˇ

ˇ

ˇ

r

s

ˇ

ˇ

ˇ
“
|r|

|s|
“ |r| ď 1
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and thus x P Zp. Now prove that Z is dence in Zp: Let x P Zp with p-adic expansion

x “
8
ÿ

i“0

aip
i, ai P t0, 1, . . . , p´ 1u.

Define a sequence pxnqnPN by

xn :“
n
ÿ

i“0

aip
i P Z.

Then we have

|x´ xn| “
ˇ

ˇ

ˇ

8
ÿ

i“n`1

ˇ

ˇ

ˇ
“ max

iěn`1
t|pi|u “

ˇ

ˇpn`1
ˇ

ˇ “ p´pn`1q nÑ8
ÝÝÝÑ 0

and hence Z is dence in Zp.
(ii) Recall that the maximal ideal is given by

m “ tx P Zp | |x| ă 1u
!
“ pZp

’Ď’ Let x P m, i.e. |x| ă 1. Thus we have |x| ă
ˇ

ˇ

1
p

ˇ

ˇ. This implies

|p´1x| ď 1 ðñ p´1x P Zp.

and thus p´1x “ y for some y P Zp. Then we have x “ py P pZp.
’Ě’ Let x P pZp, i.e. we can write x “ py for some y P Zp. Then |x| “ |py| “ |p||y| ă 1

and hence x P m.

(iii) Consider the surjective homomorphism

ψp : Zp ÝÑ Z {pZ , x “
n
ÿ

i“0

aip
i ÞÑ a0.

We have

kerpψpq “ tx P Zp | a0 ” 0 mod pu “ pZp,

thus we get Zp
L

pZp – Z {pZ by homomorphism theorem.

(iv) The absolute value | ¨ | “ | ¨ |p on Qp induces a discrete valuation ν on Qˆp . With respect to

this valuation we have

Oν “ tx P Qp | νpxq ě 0u Y t0u “ tx P Qp | |x| ď 1u “ Zp,

which finishes the proof. l
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Proposition 10.5 (i) Any x P Zp can uniquely be written in the form

x “
8
ÿ

i“0

aip
i, ai P t0, 1, . . . , p´ 1u.

(ii) Any x P Qp can uniquely be written in the form

x “
8
ÿ

i“´m

aip
i, m P Z, ai P t0, 1, . . . , p´ 1u, am ‰ 0.

proof. (i) We first obtain, that any series

8
ÿ

i“0

aip
i, ai P t0, . . . , p´ 1u

converges, since for n ą m we have

ˇ

ˇ

ˇ

ˇ

n
ÿ

i“0

aip
i ´

m
ÿ

i“0

aip
i

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

m
ÿ

i“n`1

aip
i

ˇ

ˇ

ˇ

ˇ

“
ˇ

ˇpm`1
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

m
ÿ

i“n`1

aip
i´pm`1q

ˇ

ˇ

ˇ

ˇ

loooooooooomoooooooooon

ď1

ď
ˇ

ˇpm`1
ˇ

ˇ.

uniqueness Let

x “
8
ÿ

i“0

aip
i “

8
ÿ

i“0

bip
i, ai, bi P t0, 1, . . . , p´ 1u

representations of x P Qp. Assume them to be different and define io :“ minti P N0 |

ai ‰ biu. Then

0 “

ˇ

ˇ

ˇ

ˇ

8
ÿ

i“0

aip
i´

8
ÿ

i“0

bip
i

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

pi0pai0 ´ bi0q
loooooomoooooon

“:A

` pi0`1¨

˜

8
ÿ

i“i0`1

aip
i´pi0`1q ´

8
ÿ

i“i0`1

bip
i´pi0`1q

¸

looooooooooooooooooooooooomooooooooooooooooooooooooon

“:B

ˇ

ˇ

ˇ

ˇ

ˇ

.

We obtain νppAq “ p´i0 and

B P Zp, νp
`

pi0`1 ¨B
˘

“ νp
`

pi0`1
˘

νppBq
loomoon

ď1

ď νp
`

pi0`1
˘

“ p´pi0`1q,

so all in all

0 “
ˇ

ˇA` pi0`1 ¨B
ˇ

ˇ

9.8piiq
“ maxtp´i0 , p´pi0`1qu “ p´i0  .

existence Look at x P Zp
L

pZp “ Fp.
Let a0 be the representative of x in t0, 1, . . . , p´ 1u. Then we have

|x´ a0| ă 1 ô |x´ a0| ď
1

p
.
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In the next step, let a1 be the representative of 1
ppx´ a0q in t0, 1, . . . , p´ 1u. Then

ˇ

ˇ

ˇ

ˇ

1

p
px´ a0q ´ a1

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

1

p

ˇ

ˇ

ˇ

ˇ

|x´ a0 ´ a1p| ď
1

p

and thus |x´ a0 ´ a1p| ď
1
p2
. Inductively we let an be the representative of

1

pn
px´ a0 ´ a1p´ . . .´ an´1p

n´1q “
1

pn

˜

x´
n´1
ÿ

i“0

aip
i

¸

in t0, 1, . . . , p´ 1u. Then we have

ˇ

ˇ

ˇ

ˇ

x´
n´1
ÿ

i“0

aip
i

ˇ

ˇ

ˇ

ˇ

ď
1

pn`1
.

and finally

lim
nÑ8

ˇ

ˇ

ˇ

ˇ

x´
n´1
ÿ

i“0

aip
i

ˇ

ˇ

ˇ

ˇ

ď lim
nÑ8

1

pn`1
“ 0 ùñ x “

8
ÿ

i“0

aip
i.

(ii) If |x| “ pm for some m P Z, we have

|x ¨ pm| “ |d| ¨ |pm| “ pm ¨ p´m “ 1, i.e. x ¨ pm P Zˆp

By part (i) we conclude

x ¨ pm “
8
ÿ

i“0

aip
i, a0 ‰ 0.

Thus we have

x “
1

pm
¨ x ¨ pm “

1

pm
¨

8
ÿ

i“0

aip
i “

8
ÿ

i“´m

ai`mp
i,

which was the assertion. l

Remark 10.6 What is ´1 in Qp? We have a0 “ p ´ 1, since p´ 1 ´ p´aq “ p “ 0. a1

is the representative of 1
p p´1´ pp´ 1qq “ ´1, i.e. a1 “ p ´ 1. a2 is the representative of

1
p2
p´1´ pp´ 1q ´ pp´ 1qpq “ ´1, i.e. a2 “ p´1. Inductively we have an “ p´1 for all n P N0,

so we get

´1 “

8
ÿ

i“0

aip
i “

8
ÿ

i“0

pp´ 1qpi.

Moreover we obtain

8
ÿ

i“0

pp´ 1qpi “ pp´ 1q
8
ÿ

i“0

pi “ pp´ 1q ¨
1

1´ p
“
p´ 1

1´ p
“ ´1.
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Remark 10.7 Let

x “
8
ÿ

i“0

aip
i, y “

8
ÿ

i“0

bip
i

p-adic integers. Then

x` y “
8
ÿ

i“0

cip
i

with coefficients

c0 “

$

&

%

a0 ` b0 if a0 ` b0 ă p

a0 ` b0 ´ p if a0 ` b0 ě p

c1 “

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

a1 ` b1 if a0 ` b0 ă p and a1 ` b1 ă p

a1 ` b1 ´ p if a0 ` b0 ă p and a1 ` b1 ě p

a1 ` b1 ` 1 if a0 ` b0 ě p and a1 ` b1 ` 1 ă p

a1 ` b1 ` 1´ p if a0 ` b0 ě p and a1 ` b1 ` 1 ě p

Inductively let

ε0 :“ 0, εi :“

$

&

%

0 if ai ` bi ` εi´1 ă p

1 if ai ` bi ` εi´1 ě p
for i ě 1

Then we have

ci “

$

&

%

ai ` bi ` εi if ai ` bi ` εi ă p

ai ` bi ` εi ´ p if ai ` bi ` εi ě p

Remark 10.8 (i) ?p R Qp, since |
?
p| “

a

|p| “
b

1
p P

´

1
p , 1

¯

, which is not possible.

(ii) Let a P Zˆp with image a P Fˆp zFˆ
2

p , where

Fˆ
2

p “ tx P Fp | there exists y P Fp : y2 “ xu

denotes the set of squares. Then
?
a R Qp. Assume a is a aquare, i.e. b2 “ a. Then

|b| “
a

|a| “ 1 ñ b P Zˆp

But then b P Fp satisfies b2 ” a, which is a contradiction, since a R Fˆ2

p .

(iii) Let now Qp be the algebraic closure of Qp with valuation ring Zp and maximal ideal mp.

Then Zp {m is algebraically closed. Moreover Qp is complete with respect to | ¨ |p. The

completion Cp of Qp is complete and algebraically closed, but:

(1) | ¨ |p is not a discrete valuation.

(2) Zp is not a discrete valuation ring.

(3) mp is not a principal ideal.
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Theorem 10.9 (Hensel’s Lemma) Let

f “
n
ÿ

i“0

aiX
i P ZprXs, f “

n
ÿ

i“0

aiX
i P FrXs

where f is the reduction of f in FrXs. Suppose that f “ f1 ¨ f2 with f1, f2 P FprXs relatively
prime. Then there exist g, h P ZprXs, such that

f “ g ¨ h, g “ f1, h “ f2, degpf1q “ degpgq

proof. Let d :“ degpfq,m :“ degpf1q. Then degpf2q ď d ´m. Choose g0, h0 P ZprXs such that

g0 “ f1, h0 “ f2,degpg0q “ m,degph0q “ d´m. Strategy: Find g1 “ g0`pc1, h1 “ h0`pd1 with

some c1, d1 P ZprXs, such that

f ´ g1h1 P p2ZprXs.

Therefore we have a

Claim (a) For n ě 1 there exists cn, dn P ZprXs with degpcnq ď m,degpdnq ď d´m and

f ´ gnhn P p
n`1ZprXs, where gn “ gn´1 ` p

ncn, hn “ hn´1 ` p
ndn.

Assuming (a), write

gn “
m
ÿ

i“0

gn,iX
i, hn “

d´m
ÿ

i“0

hn,iX
i.

By construction, the pgn,iq converge to some αi P Zp and the phn,iq converge to some βi P Zp.
Let

g :“
m
ÿ

i“0

αiX
i, h :“

d´m
ÿ

i“0

βiX
i.

Observe, that degpgq “ m,degphq “ d´m. Obviously we have

f “ g ¨ h.

It remains to show the claim.

(a) cn, dn have to satisfy

f ´ gnhn “ f ´ pgn´1 ` p
ncnq ¨ phn´1 ` p

ndnq

“ f ´ gn´1hn´1 ´ p
n ¨ pgn´1dn ` hn´1cn ` p

ncndnq

!
P pn`1ZprXs
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where f ´ gn´1hn´1 P p
nZprXs by hypothesis. We get

f̃n :“
1

pn
pf ´ gn´1hn´1q ” cnhn´1 ` dngn´1 mod p p˚q

Since f1, f2 are relatively prime and gj ” gk mod p for any j, k, we find integers a, b P Z,
such that

af1, bf2 “ 1 ùñ agn´1 ` bhn´1 ” 1 mod p.

Multiplying the equation by f̃n gives us

f̃n ” af̃n
loomoon

“:d̃n

gn´1 ` bf̃n
loomoon

“:c̃n

hn´1 mod p p˚˚q.

Further ZprXs is euclidean, thus we can choose qn, rn P ZprXs, degprnq ă m such that

bf̃n “ qngn´1 ` rn.

By p˚˚q we have

gn´1

´

af̃n ` qnhn´1

¯

` rn ” f̃n mod p.

Let now cn “ rn, dn “ af̃n ` qnhn´1. All the terms are divisible by p. Then

dn ” af̃n ` qnhn´1 mod p.

Thus p˚q holds and we have

degpdnq “ degpdnq ď deg

¨

˚

˚

˝

ďd
hkkikkj

f̃n ´

ăm
hkkikkj

cn

ăd´m
hkkikkj

hn´1
looooooooooooomooooooooooooon

ďd

˛

‹

‹

‚

´ degpgn´1q
loooomoooon

“m

ď d´m

since dngn´1 “ f̃n ´ cnhn´1. Thus, the claim is proved. l

Corollary 10.10 Let p P P odd. Then a P Zˆp is a square if and only if a P Fˆp is a square.

Proposition 10.11 a P Q is a square if and only if a ą 0 and a is a square in Qp for all p P P.
Remark: This is a special case of the ’Hasse-Minkowski-Theorem’.
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Kapitel III

Rings and modules

§ 11 Multilinear Algebra

In this section, R will always be a commutative, unitary ring.

Reminder 11.1 (i) An R-module is an abelian group pM,`q together with a scalar multi-

plication

¨ : RˆM ÝÑM

with the usual properties of a vector space, i.e. for any m,n PM, r, s P R we have

(1) r ¨ ps ¨mq “ prsq ¨m

(2) pr ` sq ¨m “ r ¨m` s ¨m

(3) r ¨ pm` nq “ r ¨m` r ¨ n

(4) 1R ¨m “ m

(ii) A map φ : M ÝÑM 1 of R-modules M,M 1 is called R-linear or R-module homomorphism,

if

φpr ¨m` s ¨ nq “ r ¨ φpmq ` s ¨ φpnq for all r, s P R,m, n PM.

(iii) A subset S ĎM of an R-module is called an R-submodule of M, if S is an R-module.

(iv) R itself is an R-module, the submodules are the ideals of R.

(v) If φ : M ÝÑM 1 is R-linear, then

kerpφq “ tm PM | φpmq “ 0u,

impφq “ tm1 PM 1 | φpmq “ m1 for some m PMu

are R-submodules.

(vi) If M ĎM 1 is a submodule, then the factor group M {M 1 is an R-module via

a ¨m “ a ¨m.



64 III RINGS AND MODULES

(vii) For an R-linear map φ : M ÝÑM2, we have

impφq –M
L

kerpφq .

(viii) An R-module M is called free, if there exists a subset X ĎM , such that every m PM has

a unique representation

m “
ÿ

xPX

ax ¨ x, ax P R, ax ‰ 0 only for finitely many x P X.

In this case, X is called the rank of M .

(ix) Not every R-module is free: Indeed let 0 ň I ň R be a proper ideal. Then R {I is not free:

Let X Ď R, such that X Ď R {I generates the R-module R {I . Let x P X and a P Izt0u.

Then we have

x ¨ x “ a ¨ x “ 0 “ 0 ¨ x “ 0 ¨ x,

hence we have found two different reapersentations of 0. Thus R {I is not free.

(x) For any n P N, nZ is a free module

(xi) If I ď R is not a principle ideal, then I is not a free R-module., since for x, y P I with

y R pxq we have xy ´ yx “ 0. Again we have a nontrivial representation of 0 and I is not

free.

Definition + proposition 11.2 Let R be a ring, M,M 1 R-modules.

(i) The set of R-module homomorphisms

HomRpM,M 1q “ tφ : M ÝÑM 1 | φ is R-linear u

is again an R-module.

(ii) M˚ “ HomRpM,Rq is called the dual module of M.

Let now

0 ÝÑM 1 α
ÝÑM

β
ÝÑM2 ÝÑ 0

be a short exact sequence of R-modules M,M 1,M2, i.e. α is injective and β is surjective.

(iii) Then we have a short exact sequence

0 ÝÑ HomRpN,M
1q

α˚
ÝÑ HomRpN,Mq

β˚
ÝÑ HomRpN,M

2q

φ ÞÑ α ˝ φ, ψ ÞÑ β ˝ ψ

(iv) We have s short exact sequence

0 ÝÑ HomRpM
2, Nq

β˚
ÝÑ HomRpM,Nq

α˚
ÝÑ HomRpM

1, Nq

φ ÞÑ φ ˝ β, ψ ÞÑ ψ ˝ α
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(v) N is called a projective module, if β˚ is surjective for all short exact sequences as in (iii).

(vi) N is called an injective module, if α˚ is surjective for all short exact sequences an in (iv).

proof. (i) This is clear: For all φ, φ1, φ2 P HomRpM,M 1q and a P R we have

pφ1 ` φ2q pxq “ φ1pxq ` φ2pxq, pa ¨ φq pxq “ a ¨ φpxq

(iii) α˚ is R-linear: For any φ1, φ2 P HomRpN,M
1q and x P N we have

α˚pφ1 ` φ2qpxq “ pα ˝ pφ1 ` φ2qq pxq “ α pφ1pxq ` φ2pxqq “ α pφ1pxqq ` α pφ2pxqq

and thus

α˚pφ1 ` φ2qpxq “ α˚pφ1qpxq ` α˚pφ2qpxq “ pα˚pφ1q ` α˚pφ2qq pxq.

Moreover, α˚ is injective: Since α is injective we have α˚pφqpxq “ αpφpxqq “ 0 if and only

if φpxq “ 0 for all x P N , thus φ “ 0. Now we still have to show kerpβ˚q “ impα˚q.

’Ě’ For φ P HomRpN,M
1q we have β˚pα ˝ φq “ β ˝ α ˝ φ “ 0 ˝ φ “ 0, i.e. α ˝ φ “ α˚pφq P

kerpβ˚q.

’Ď’ Let φ : N ÝÑM , φ P kerpβ˚q, i.e. β ˝ φ “ 0. We have to show, that there exists φ1 P

HomRpN,M
1q such that φ “ α˚pφ

1q “ α˝φ1. Let x P N . Then φpxq P kerpβq “ impαq.

Then there exists z P M 1 such that φpxq “ αpzq and z is unique, since α is injective.

Define φ1pxq :“ z. Then we have α ˝ φ1 “ φ. It remains to show that φ1 is R-linear.

We have φ1px1 ` x2q “ z and with αpzq “ φpx1 ` x2q “ φpx1q ` φpx2q we again have

αpzq “ φpz1q ` φpz2q for some suitable, but unique z1, z2 PM
1. Since we have

αpzq “ φpx1 ` x2q “ φpx1q ` φpx2q “ αpz1q ` αpz2q “ αpz1 ` z2q

and α is injective, we have z “ z1 ` z2, thus

φ1px1 ` x2q “ z “ z1 ` z2 “ φ1px1q ` φ
1px2q.

Moreover for a P R we have φ1paxq “ w with αpwq “ φpaxq “ a ¨φpxq “ a ¨αpzq. Thus

α
`

φ1paxq
˘

“ αpwq “ φpaxq “ a¨φpxq “ a¨αpzq “ a¨α
`

φ1pxq
˘ α inj.
ùñ φ1paxq “ a¨φ1pxq,

which proves the claim. l

Remark 11.3 (i) An R-module N is projective if and only if for every surjective R-linear

map β : M ÝÑ M2 and every R-linear map φ : N ÝÑ M2 there is an R-linear map
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φ̃ : N ÝÑM , such that the diagram below commutes, i.e. φ “ β ˝ φ̃.

M

β

��
N

φ̃

>>

φ
//M2

(ii) Free modules are projective.

Definition 11.4 Let M,M1,M2 be R-modules. A map

Φ : M1 ˆM2 ÝÑM

is called bilinear, if the maps

Φx0 : M2 ÝÑM, y ÞÑ Φpx0, yq, Φy0 : M1 ÝÑM, x ÞÑ Φpx, y0q

are linear for all x0 PM1 and y0 PM2.

Definition 11.5 Let M1,M2 be R-modules. A tensor prodcut of M1 and M2 is an R-module T

together with a bilinear map

τ : M1 ˆM2 ÝÑ T,

such that for every bilinear map Φ : M1 ˆM2 ÝÑ M for any R-module M there is a unique

linear map φ : T ÝÑM , such that the following diagram becomes commutative.

M1 ˆM2
τ //

Φ $$

T

φ~~
M

Remark 11.6 Let pT, τq and pT 1, τ 1q be tensor products of R-modules M1 and M2. Then there

exists a unique isomorphism h : T ÝÑ T 1, such that

τ 1 “ h ˝ τ.

proof. Consider
M1 ˆM2

τ //

τ 1 $$

T

h��
T 1

g
??

Existence and uniqueness of the linear maps g and h come from Definition 11.5. It remains to

show, that h ˝ g “ idT 1 and g ˝ h “ idT .
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In order to do this, consider the following diagramm.

M1 ˆM2
τ //

τ 1 $$

T

g ˝ h
!
“ idT��

T

We have pg ˝ hqτ “ g ˝ ph ˝ τq “ g ˝ τ 1 “ τ . By the uniqueness we get idT “ g ˝ h. Analogously

we get idT 1 “ h ˝ g which finishes the proof. l

Corollary 11.7 The tensor product pT, τq of R-modules M1, M2 is unique up to isomorphism.

The standard notation is

T “M1 bRM2, τpx, yq “ xb y

Example 11.8 Let M1,M2 be free R-modules with bases teiuiPI , tfjujPJ . Let T be the free

R-module with basis tgijupi,jqPIˆJ and

τ : M1 ˆM2 ÝÑ T, pei, fjq ÞÑ gij for all pi, jq P I ˆ J,

i.e. for elements in M1,M2 we have

τ

˜

ÿ

iPI

aiei,
ÿ

jPJ

bjfj

¸

“
ÿ

pi,jqPIˆJ

aibjgij

Then pT, τq is the tensor product of M1,M2, since: Let Φ : M1 ˆM2 ÝÑM be bilinear. Define

φ : T ÝÑM, gij ÞÑ Φpei, fjq.

Obviously φ is linear and satisfies Φ “ φ˝τ . Now consider a special case and let |I| “ n, |J | “ m.

Identify M1 via pe1, . . . enq with Rn and M2 via pf1, . . . fmq with Rm. Then T is identified with

Rnˆm via

gij “ Eij “

¨

˚

˚

˝

0 . . . 0 . . . 0
... 1

...

0 . . . 0 . . . 0

˛

‹

‹

‚

where the only nonzero entry is in the i-th row and j-th column. Then τ : Rn ˆ Rm ÝÑ Rnˆm

is given by
¨

˚

˚

˝

a1

...

an

˛

‹

‹

‚

b

¨

˚

˚

˝

b1
...

bm

˛

‹

‹

‚

“

¨

˚

˚

˝

a1b1 . . . a1bm
...

...

anb1 . . . anbm

˛

‹

‹

‚

“

¨

˚

˚

˝

a1

...

an

˛

‹

‹

‚

¨

´

b1 . . . bm

¯

,

where the last multiplication is the usual multiplication of matricees.
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Theorem 11.9 For any two R-modules M1,M2 there exists a tensor product pT, τq “ pM1 bR

M2,bq.

proof. Let F be the free R-module with basis M1 ˆM2 and Q be the submodule generated by

all the elements

px` x1, yq ´ px, yq ´ px1, yq, px, y ` y1q ´ px, yq ´ px, y1q, pax, yq ´ apx, yq, px, ayq ´ apx, yq

for a P R, x, x1 PM1, y, y
1 PM2. Define

T :“ F {Q, τ : M1 ˆM2 ÝÑ T, px, yq ÞÑ px, yq.

Then by the construction of Q, τ is bilinear. Let now be M a further R-module and Φ : M1 ˆ

M2 ÝÑM a bilinear map. Define

φ̃ : F ÝÑM, px, yq ÞÑ Φpx, yq.

Clearly φ̃ is linear. Moreover we have Q Ď kerpφq, since Φ is bilinear. By the isomorphism

theorem, φ̃ factors to a linear map φ : T ÝÑM satisfying φ
´

px, yq
¯

“ Φpx, yq. The uniqueness

of φ follows by the fact that T is generated by the px, yq for x PM1, y PM2. l

Example 11.10 We want to find out what is

Z {2Z bZ Z {3Z .

Let Φ : Z {2Z ˆ Z {3Z ÝÑ A bilinear for some Z-module A. Then we see

Φp1, 1q “ Φp3, 1q “ Φ
`

3 ¨ p1, 1q
˘

“ 3 ¨ Φp1, 1q “ Φp1, 3q “ Φp1, 0q “ 0 ¨ Φp1, 1q “ 0

Hence Φ “ 0, since p1, 1q generates Z {2Z ˆ Z {3Z . Thus Z {2Z bZ Z {3Z “ 0.

Proposition 11.11 For R-modules M,M1,M2,M3 we have the following properties.

(i) M bR R –M .

(ii) M1 bRM2 –M2 bRM1.

(iii) pM1 bRM2q bRM3 –M1 bR pM2 bRM2q.

proof. (i) Let τ : MˆR ÝÑM, px, aq ÞÑ a¨x. Then τ is bilinear. We now can verify the univer-

sal property of the tensor product. Let N be an arbitrary R-module and Φ : M ˆR ÝÑ N

be bilinear a bilinear map. Define

φ : M ÝÑ N, x ÞÑ Φpx, 1q
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Then φ is R-linear: For x, y PM,α P R we have

φpα ¨ xq “ Φpα ¨ x, 1q “ α ¨ Φpx, 1q “ α ¨ φpxq,

φpx` yq “ Φpx` y, 1q “ Φpx, 1q ` Φpy, 1q “ φpxq ` φpyq

and thus

φ pτpx, aqq “ φpa ¨ xq “ a ¨ Φpx, 1q “ Φpx, aq

(ii) The isomorphism

M1 ˆM2
–
ÝÑM2 ˆM1, px, yq ÞÑ py, xq

induces an isomorphism M1 bRM2 –M2 bRM1.

(iii) For fixed z PM3 define

Φz : M1 ˆM2 ÝÑM1 bR pM2 bRM3q , px, yq ÞÑ xb py b zq “ τ1p23q pτ23px, yqq .

Then Φz is bilinear and induces a linear map

φz : M1 bRM2 ÝÑM1 bR pM2 bRM3q .

Define

Ψ : pM1 bRM2q ˆM3 ÝÑM1 bR pM2 bRM3q , pxb y, zq ÞÑ φzpxb yq.

Ψ is bilinear and induces a linear map

ψ : pM1 bRM2q bRM3 ÝÑM1 bR pM2 bRM3q

Doing this again the other way round we find a linear map

ψ̃ : M1 bR pM2 bRM3q ÝÑ pM1 bRM2q bRM3

By the uniqueness we obtain as in Remark 11.6 that ψ ˝ ψ̃ “ ψ̃ ˝ ψ “ id, hence the claim

follows. l

Definition + remark 11.12 Let M,M1, . . .Mn be R-modules.

(i) A map

Φ : M1 ˆ . . .ˆMn “

n
ź

i“1

Mi ÝÑM

is called multilinear, if for any 1 ď i ď n and all choices of xj PMj for j ‰ i the map

Φi : Mi ÝÑM, x ÞÑ Φpx1, . . . , xi´1, x, xi`1, . . . , xnq
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is linear.

(ii) The map

τM1,...Mn :
n
ź

i“1

Mi ÝÑ

n
â

i“1

Mi, px1, . . . , xnq ÞÑ x1 b . . .b xn

is multilinear.

(iii) For every multilinear map

Φ :
n
ź

i“1

Mi ÝÑM

there exists a unique linear map

φ :
n
â

i“1

Mi ÝÑM

such that Φ “ φ ˝ τM1,...Mn .

Definition 11.13 Let M,N be R-modules, Φ : Mn “
śn
i“1M ÝÑ N a multilinear map.

(i) Φ is called symmetric, if for any σ P Sn we have

Φpx1, . . . xnq “ Φpxσp1q, . . . xσpnqq.

(ii) Φ is called alternating, if

xi “ xj for some i ‰ j ùñ Φpx1, . . . xnq “ 0.

If charpRq ‰ 2, this is equivalent to

Φpx1, . . . , xi, . . . , xj , . . . , xnq “ ´Φpx1, . . . , xj , . . . , xi, . . . , xnq.

Proposition 11.14 Let M be an R-module, n ě 1.

(i) There exists an R-module SnpMq, called the n-th symmetric power of M and a symmetric

multilinear map

σnM : Mn ÝÑ SnpMq

such that for all symmetric, multilinear maps Φ : Mn ÝÑ N for any R-module N there

exists a unique linear map φ : SnpMq ÝÑ N satisfying Φ “ φ ˝ σnM .

(ii) There exists an R-module ΛnpMq, called the n-th exterior power of M and an alternating

multilinear map

λnM : Mn ÝÑ ΛnpMq

such that for all alternating, multilinear maps Φ : ΛnpMq ÝÑ N for any R-module N there

exists a unique linear map φ : ΛnpMq ÝÑ N satisfying Φ “ φ ˝ λnM .
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proof. (i) Let TnpMq “M bR . . .bRM .

Let now JnpMq be the submodule of TnpMq generated by all elements

px1 b . . .b xnq ´
`

xσp1q b . . .b xσpnq
˘

, xi PM,σ P Sn

Define

SnpMq :“ TnpMq
L

JnpMq , σnM :“ proj ˝ τM,...M

Then σnM is multilinear and symmetric by construction. Given a multilinear and symmetric

map Φ : Mn ÝÑ N, define φ as follows: Let φ̃ : TnpMq ÝÑ N be the linear map induced

by Φ and observe that JnpMq Ď kerpφ̃q. Hence φ̃ factors to a linear map

φ : SnpMq “ SnpMq
L

JnpMq ÝÑ N

satisfying φ ˝ σnM “ Φ.

(ii) Similarily let InpMq be the submodule of TnpMq generated by all the elements

x1 b . . .b xn, xi PM with xi “ xj for some i ‰ j

Analogously we define

ΛnpMq :“ TnpMq
L

InpMq , λnM :“ proj ˝ τM,...,M

and obtain the required properties. l

Proposition 11.15 Let M be a free R-module of rank r and te1, . . . , eru a basis of M . Then

ΛnpMq is a free R-module with basis

projpei1 b . . .b einq “: ei1 ^ . . .^ ein , 1 ď i1 ă . . . ă in ď r

In particular, ΛnpMq “ 0 for n ą r and rank pΛrpMqq “ 1.

proof. By definition we have ei1^. . .^ein “ 0 if ik “ ij for some k ‰ j, hence we have ΛnpMq “ 0

for n ą r, as at least on of the ek must appear twice.

generating: Clearly the ei1 ^ . . .^ ein , ik P t1, . . . , ru generate ΛnpMq. We have to show that we

can leave out some of them. Obviously eiσp1q^. . .^eiσpnq is a multiple by ˘1 of ei1^. . .^ein .

Thus the ei1 ^ . . .^ ein with 1 ď i1 ă i2 ă . . . ă in ď r generate ΛnpMq.

linear independence: Assume

ÿ

1ďi1ă...ăinďr

ai1,...,inei1 ^ . . .^ ein “ 0. p˚q

For fixed j :“ pj1, . . . jnq, 1 ď j1 ă ... ă jn ď r choose σj P Sr, such that σjpkq “ jk for
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1 ď k ď n. Then we obtain

ei1 ^ . . .^ ein ^ eσjpn`1q ^ . . .^ eσjprq “

$

&

%

˘ e1 ^ . . .^ er, if ik “ jk for all k

0 otherwise

By p˚q we get

0 “

˜

ÿ

1ďi1ă...inďr

ai1,...,inei1 ^ . . .^ ein

¸

^ eσjpn`1q ^ . . .^ eσjprq “ ajej1 ^ . . .^ ejr

and thus aj “ 0. l

Example 11.16 Let M “ Rn. Then ΛkpMq is the free R-module with basis

ei1 ^ . . .^ eik , 1 ď i1 ă . . . ă ik ď n

and we have e1 ^ e2 “ ´e2 ^ e1. What is ΛnpRnq “ ΛnpMq? And what is λMk ? First we obtain

ΛnpRnq “ pe1 ^ . . .^ enqR – R. Then

Mn “ pRnqn “ Rnˆn, pa1, . . . anq “ A P Rnˆn, ai “

¨

˚

˚

˝

a1i

...

ani

˛

‹

‹

‚

“

n
ÿ

j“1

ajiej P R
n “M.

For λMn we get

λMn “ λR
n

n “ λnpAq “ λn

˜

n
ÿ

j“1

aj1ej , . . . ,
n
ÿ

j“1

ajnej

¸

“

n
ÿ

j“1

aj1ej ^ . . .^
n
ÿ

j“1

ajnej

“

n
ÿ

j“1

aj1

˜

e1 ^

n
ÿ

j“1

aj2ej ^ . . .^
n
ÿ

j“1

ajnej

¸

“

n
ÿ

j“1

aj1 ¨ ¨ ¨
n
ÿ

j“1

ajn pe1 ^ . . .^ enq

“
ÿ

σPSn

aσp1q1 ¨ ¨ ¨ aσpnqn ¨ e1 ^ . . .^ en ¨ sgnpσq

“ detpAq ¨ e1 ^ . . .^ en,

which is well-known tu us.

Definition 11.17 Let M be a R-module. Then we define

T pMq :“
8
à

n“0

TnpMq, T 0pMq :“ R, T pMq :“M
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SpMq :“
8
à

n“0

SnpMq. S0pMq :“ R, SpMq :“M

ΛpMq :“
8
à

n“0

ΛnpMq, Λ0pMq;“ R, ΛpMq :“M

On T pMq define a multiplication

¨ : TnpMq ˆ TmpMq ÝÑ Tn`mpMq,

px1 b . . .b xnq ¨ py1 b . . .b ymq ÞÑ x1 b . . .b xn b y1 b . . .b ym

Similarly do it for SpMq and ΛpMq. Then we have R-algebra-structures and feel free to define

(i) the tensor algebra T pMq,

(ii) the symmetric algebra SpMq

(iii) the exterior algebra ΛpMq.

Definition 11.18 Let R be an arbitrary ring.

(i) An R-algebra is a ring R1 together with a ring homomorphism α : R ÝÑ R1. In particular

R1 is an R-module. If α is injective, R1{R is called a ring extension.

(ii) A homomorphism of R-algebras R1, R2 is an R-linear map φ : R1 ÝÑ R2, which is a ring

homomorphism.

Example 11.19 (i) RrX1, . . . XN s is an R-algebra for every n P N.
(ii) If R1 is an R-algebra and I P R1 an ideal, then R1 {I is an R-algebra.

Remark 11.20 Let R1 be an R-algebra, F a free R-module. Then F 1 :“ F bR R
1 is a free R1-

module.

proof. Let teiuiPI be basis of F . Let us show, that te1 b 1uiPI is basis of F 1 as an R-module,

where F 1 is an R1 module by

b ¨ pxb aq :“ xb b ¨ a, a, b P R, x P F

Check the universal property of the free R1-module with basis teib 1uiPI for F bRR1. Let M 1 be

an R-module and f : tei b 1uiPI ÝÑ M 1 be a map. We have to show: There exists an R1-linear

map φ : F 1 ÝÑM 1 with φpeib1q “ fpeib1q. Note that the teib1u generate F 1 as an R1-module,

since ei b a “ a ¨ pei b aq for a P R1. Let φ̃ : F ÝÑ M 1 be the unique R-linear map satisfying

φ̃peiq “ fpei b 1q. Then define

φ : F bR R
1 ÝÑM 1, xb a ÞÑ a ¨ φ̃pxq.
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Then φ is R1-linear an we have

φpei b 1q “ 1 ¨ φ̃peiq “ φ̃peiq “ fpei b 1q,

which gives us the desired structure of an R1-module. l

Proposition 11.21 Let R be a ring, R1, R2 two R-algebras.

(i) R1 bR R2 is an R-algebra with multiplication

pa1 b b1q ¨ pa2 b b2q :“ pa1a2q b pb1b2q

(ii) There are R-algebra homomorphisms

σ1 : R1 ÝÑ R1 bR R
2, a ÞÑ ab 1

σ2 : R2 ÝÑ R2 bR R
2, b ÞÑ 1b b

(iii) For any R-algebra A and R-algebra homomorphisms φ1 : R1 ÝÑ A, φ2 : R2 ÝÑ A, there is

a unique R-algebra homomorphism

φ : R1 bR R
2 ÝÑ A

satisfying φ1 “ φ ˝ σ1 and φ2 “ φ ˝ σ2, i.e. making the following diagram commutative

R1 bR R
2

φ

��

R1

σ1
55

φ1
))

R2
σ2

::

φ2

%%
A

proof. Defining

φ̃ : R1 ˆR2 ÝÑ A, px, yq ÞÑ φ1pxq ¨ φ2pyq

gives us φ, which satisfies the required properties. l

§ 12 Hilbert’s basis theorem

Definition 12.1 Let R be a ring, M and R-module.

(i) M is called noetherian, if any ascending chain of submodules M0 Ă M1 Ă . . . becomes

stationary.
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(ii) R is called noetherian, if R is noetherian as an R-module, i.e. if every ascending chain of

ideals becomes stationary.

Example 12.2 (i) Let k be a field. A k-vector space is noetherian if and only if dimpV q ă 8.

(ii) Z is noetherian.

(iii) Principle ideal domains are noetherian.

Proposition 12.3 Let

0 ÝÑM 1 α
ÝÑM

β
ÝÑM2 ÝÑ 0

be a short exact sequence. Then M is noetherian if and only if M 1 and M2 are noetherian.

proof. ’ñ’ LetM be noetherian. Let firstM 1
0 ĂM 1

1 Ă . . . be an ascending chain of submodules

in M 1. Then αpM 1
0q Ă αpM 1

1q Ă . . . is an ascending chain in M . Since M is noetherian,

there exists some n P N, such that αpM 1
iq “ αpM 1

nq for all i ě n. Since α is injective,

we have M 1
i “ M 1

n for i ě n, hence M 1 is noetherian. Let now M2
0 Ă M2

1 Ă . . . be an

ascending chain of submodules in M2. Then β´1pM0q
2 Ă β´1pM2

1 q Ă . . . is an ascending

chain in M , hence becomes stationary. Since β is surjective, β
`

β´1pM2
i q
˘

“M2
i and thus

M2
0 ĂM2

1 Ď . . . becomes stationary.

’ð’ Let M0 Ă M1 Ă . . . be an ascending chain in M . Let M 1
i :“ α´1pMiq – Mi XM 1 and

M2
i :“ βpMiq. By assumption, there exists n P N, such that M 1

i “ M 1
n and M2

i “ M2
n for

all i ě n. Then for i ě n we have

0 //M 1
n

α //Mn
β //

γ

��

M2
n

// 0 exact

0 //M 1
i α

//Mi
β

//M2
i

// 0 exact

Where γ is injective as an embedding. It remains to show that γ is surjective. Let z PMi.

Since β is surjective, there exists x PMn, such that βpxq “ βpzq. Then β pγpxq ´ zq “ 0 ñ

γpxq ´ z “ αpyq for some y PM 1
i “M 1

n. Let x̃ :“ x´ αpyq. Then

γpx̃q “ γpxq ´ γ pαpyqq “ γpxq ´ γpxq ` z “ z

hence γ is surjective, thus bijective and we have Mi “Mn for i ě n. l

Corollary 12.4 Let R be a noetherian ring.

(i) Any free R-module F of finite rank n is noetherian.

(ii) Any finitely generated R-module M is noetherian.

proof. (i) Prove this by induction on n.
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n “ 1 Clear.

n ą 1 Let e1, . . . en be a basis of F and le F 1 be the submodule generated by e1, . . . en´1.

Then F 1 is free of rank n ´ 1, thus noetherian by induction hypothesis. Moreover
F {F 1 is free with generator en. Thus we have a short exact sequence

0 ÝÑ F 1 ÝÑ F ÝÑ F {F 1 ÝÑ 0

with F 1, F {F 1 noetherian, hence by 12.2, F is noetherian.

(ii) IfM is generated by x1, . . . xn, there is a surjective, R-linear map φ : F ÝÑM , sending the

ei to xi, where F is the free R-module with basis e1, . . . en. Again by 12.2, M is noetherian

which finishes the proof. l

Proposition 12.5 For an R-module M the following statements are equivalent:

(i) M is noetherian.

(ii) Any nonempty family of submodules of M has a maximal element with respect to ’Ď’.

(iii) Every submodule of M is finitely generated.

proof. ’(i)ñ(ii)’ LetM ‰ H be a set of submodules of M . Let M0 PM. If M0 is not maximal,

there is M1 PM with M0 Ĺ M1. If M1 is not maximal, there is M2 PM with M1 Ĺ M2.

Since M is noetherian, we come to a maximal submodule Mn after finitely many step.

’(ii)ñ(iii)’ Let N Ď M be a submodule. Let M be the set of finitely generated submodules of

N . Since p0q P M, we have M ‰ H and thus there exists a maximal element N0 P M.

If N0 ‰ N , let x P NzN0 and N 1 :“ N0 ` pxq be the submodule generated by N0 and x.

Then clearly N 1 PM, which is a contradiction to the maximality of N0. Hence N0 “ N

and N is finitely generated.

’(iii)ñ(i)’ Let M0 ĎM1 Ď . . . be an ascending chain of submodules in M . Let N :“
Ť

nPN0
Mn.

By assumption, N is finiteley generated, say by x1, . . . xn. Then there exists i0 P N, such
that xk P Mi0 for all 1 ď k ď n. Thus we have Mi “ Mi0 for i ě i0, i.e. th chain becomes

stationary and M is noetherian. l

Corollary 12.6 R is noetherian if and only if every ideal I P R can be generated by finitely

many elements. In particular, every principle ideal domain is noetherian.

proof. Follows from Proposition 12.4. l

Theorem 12.7 (Hilbert’s basis theorem) If R is noetherian, RrXs is also noetherian.

proof. Let J P RrXs be an ideal. Assume that J is not finitely generated. Let f1 be an element

of Jzt0u of minimal degree. Then pf1q ‰ J . Inductively let Ji :“ pf1, . . . fiq and pick fi`1 P JzJi

of minimal degree. Let ai be the leading coefficient of fi, i.e. we have

fi “ aiX
degpfiq `

degpfiq´1
ÿ

j“1

bjX
j
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The ideal I P R generated by the ai for i P N, is finitely generated by assumption.

Then we find n P N such that an`1 P pa1, . . . , anq, i.e. we have

an`1 “

n
ÿ

i“1

λiai

for suitable λi P R. Let di :“ degpfiq. Note, that di`1 ě di for all 1 ď i ď n. Let now

ρ :“
n
ÿ

i“1

λifiX
dn`1´di .

Then the leading coefficient of ρ is

adn`1 “

n
ÿ

i“1

λiai

Hence degpρ´fn`1q ă dn`1, ρ´fn`1 R Jn, since ρ P Jn, so fn`1 would be in Jn. This contradicts

the choice of fn`1. Hence our assumption was false and J is finitely generated and by Corollary

12.5 RrXs is noetherian.

Corollary 12.8 Let R be noetherian. Then

(i) RrX1, . . . Xns is noetherian for any n P N.
(ii) Any finitely generated R-algebra is noetherian.

§ 13 Integral ring extensions

Definition 13.1 Let R be ring, S an R-algebra.

(i) If R Ď S, S{R is called a ring extension.

(ii) If R Ď S, b P S is called integral over S, if there exists a monic polynomial f P RrXszt0u

such that fpbq “ 0.

(iii) S{R is called an integral ring extension, if every b P S is integral over R.

Example 13.2 (i) If R “ k is a field, then integral is equivalent to algebraic.

(ii)
?

2 is integral over Z, since f “ X2 ´ 2 is monic with fp
?

2q “ 0.

(iii) 1
2 is not integral over Z.
Assume 1

2 is integral over Z. Then there exists some monic f P RrXs, such that f
`

1
2

˘

“ 0,

i.e. we have
ˆ

1

2

˙n

` g

ˆ

1

2

˙

“ 0 p˚q

for some g P ZrXs.Then 2n´1 ¨ g
`

1
2

˘

P Z. Multiplying p˚q by 2n´1 gives us

2n´1 ¨

ˆˆ

1

2

˙n

` g

ˆ

1

2

˙˙

“ 0
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and hence
1

2
“ ´2n´1 ¨ g

ˆ

1

2

˙

P Z.

Thus 1
2 is not integral over Z. More generally, we easily see that any q P QzZ is not integral

over Z.

Lemma 13.3 Let S{R be a ring extension, b P S. If Rrbs is contained in a subring S1 Ď S which

is finitely generated as an R-module, then b is integral over R.

proof. Let s1, . . . , sn be generators of S1. Since b ¨ si P S (we have b P Rrbs Ď S), we find aik P R,

such that

b ¨ si “
n
ÿ

k“1

aiksk ðñ 0 “
n
ÿ

k“1

paik ´ δikqsk. p˚q

Claim (a) Let A be the coefficient matrix of p˚q. Then detpAq “ 0

Since the determinant is a monic polynomial in b of degree n with coefficients in R, b is integral

over R. It remains to show the claim.

(a) Let A# be the adjoint matrix

A#
ji “ detpAij ¨ p´1qi`j

where Aij is obtained from A by deleting the i-the row and j-th column. Recall

A#A “ detpAq ¨ En.

By p˚q we have

A ¨

¨

˚

˚

˝

s1

...

sn

˛

‹

‹

‚

“ 0,

hence we have

A# ¨A ¨

¨

˚

˚

˝

s1

...

sn

˛

‹

‹

‚

“ 0 ùñ detpAq ¨ si “ 0 for all 1 ď i ď n.

Since S1 is a subring of S, we have 1 P S1, hence there exist λ1, . . . , λn P R with

1 “
n
ÿ

i“1

λisi.

Finally

detpAq “ detpAq ¨ 1 “ detpAq ¨
n
ÿ

i“1

λisi “
n
ÿ

i“1

detpAq ¨ λi ¨ si “ 0
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Proposition 13.4 Let S{R be a ring extension. Define

R :“ tb P S | b is integral over Ru Ě R

Then R is a subring of S, called the integral closure of R in S.

proof. Let b1, b2 P R. We have to show, that b1˘ b2 P R, b1b2 P R. Let Rrb1s be the smallest sub-

ring of S containing R and b1. Then R is finitely generated as an R-module by 1, b1, b
2
1, . . . , b

n´1
1 ,

where n denotes the degree of the ’minimal polynomial’ of f . Thus Rrb1, b2s “ pRrb1sq rb2s is also

finitely generated as an Rrb1s-module. This implies, that Rrb1, b2s is also finitely generated as an

R-module and by Lemma 13.2, Rrb1, b2s{R is an integral ring extension. In particular, b1 ˘ b2

and b1b2 are integral over R. l

Definition 13.5 Let S{R be a ring extension, R the integral closure of R in S.

(i) R is called integrally closed in S, if R “ R.

(ii) Let R be an integral domain. The integral closure of R in QuotpRq is called the normali-

zation of R. R is called normal, if it agrees with its normalization.

Proposition 13.6 Any factorial domain is normal.

proof. Let R be a domain and x “ a
b P QuotpRq, a, b P R, b ‰ 0 relatively prime. Suppose, x is

integral over R, i.e. there exist α0, . . . , αn´1 P R, such that

xn ` αn´1x
n´1 ` . . .` α1x` α0 “ 0

Multiplying by bn gives us

an ` αn´1a
n´1b` . . .` α1ab

n´1 ` α0b
n “ 0

and hence

an “ b ¨
`

´αn´1a
n´1 ´ . . .´ α1ab

n´2 ´ α0b
n´1

˘

loooooooooooooooooooooooooomoooooooooooooooooooooooooon

PR

ðñ b | an

Since a and b are coprime, we have b P Rˆ. Thus x “ a
b “ ab´1 P R and R is normal. l

Definition 13.7 Let R be a ring.

(i) For a prime ideal p P R we define

htppq :“ suptn P N0

ˇ

ˇ there exist prime ideals p0, p1, . . . , pn, with pn “ p and p0 Ĺ . . . Ĺ pnu

to be the height of p.

(ii) The Krull-dimension of R is

dimpRq :“ dimKrullpRq “ supthtppq
ˇ

ˇ p P R prime u
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Example 13.8 (i) Since p0q Ĺ pX1q Ĺ pX1, X2q Ĺ . . . Ĺ pX1, . . . , Xnq, we have dim pkrX1, . . . , Xnsq ě

n.

(ii) dimpkq “ 0 for any field k, since p0q is the only prime ideal.

(iii) dimpZq “ 1, since p0q Ĺ ppq is a maximal chain of prime ideals for p P P.
(iv) dimpRq “ 1 for any principle ideal domain which is not a field:

Assume p, q are prime element with ppq Ď pqq. Then p “ q ¨ a for some a P R. Since p is

irreducible, we have a P Rˆ and hence ppq “ pqq.

(v) dimpkrXsq “ 1 for any field k:

Theorem 13.9 (Going up theorem) Let S{R be an integral ring extension and

p0 Ĺ p1 Ĺ . . . Ĺ pn

a chain of prime ideals in R. Then there exists a chain of prime ideals

P0 Ĺ P1 Ĺ . . . Ĺ Pn

in S, such that pi “ Pi XR.

proof. Do this by induction on n.

n=0 Let pŸR be a prime ideal. We have to find a prime ideal PŸ S with PXR “ p. Let

P :“ tI Ÿ S ideal
ˇ

ˇI XR “ pu

Claim (a) pS P P.
Then P is nonempty. Zorn’s lemma provides us then a maximal element m P P.
Claim (b) mŸ S is a prime ideal.

This proves the claim. It remains to show the Claims.

(b) Suppose b1, b2 P S with b1b2 P m. Assume b1, b2 P Szm.

Then m ` pbiq R P, hence pm` pbiqq Ľ p for i P t1, 2u. ùñ Thus there exists pi P

m, si P S such that ri :“ pi ` bisi P Rzp. Then we have

r1r2 “ pp1 ` b1s1qpp2 ` b2s2q “ p1p2 ` p1b2s2 ` b1s1p2
looooooooooooomooooooooooooon

Pm

` b1b2
loomoon

Pm by ass.

s1s2 P m

Clearly r1r2 P R, hence r1r2 P mXR “ p, which is a contradiction, since p is prime.

(a) We have to show pS XR “ p. We prove both inclusions.

’Ě’ This is clear by definition.

’Ď’ Let now

b “
n
ÿ

i“0

piti, pPp, ti P S

Since the ti are integral over R, Rrt1, . . . tns “: S1 is finitely generated. Let
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s1, . . . , sm be generators of S1 as an R-module. Since b P pS1, we have

bsi “
m
ÿ

k“0

akisk

for suitable aik P p. Then as in lemma 13.3 we have detpaik ´ δikbq “ 0 and thus

b is a zero of monic polynomial with coefficients in p, i.e. b satisfies an equation

bn ` an´1b
n´1 ` . . .` a1b` a0 “ 0 with ai P p,

Write

bn “ ´
n´1
ÿ

i“0

aib
i P p,

since bi P p. Since p is prime, we must have b P p and hence the required inclusion.

n>1 By induction hypothesis we have a chain

P0 Ĺ P1 Ĺ . . . Ĺ Pn´1

satisfying PiXR “ pi. Moreover we find PnŸS such that PnXR “ pn. It remains to show

Pn´1 Ĺ Pn. For x P Pn´1 we have x P RXpn´1, i.e. x P pn´1 Ă pn. Thus x P pnXR “ Pn.

Assume now Pn´1 “ Pn. Let x P pn. Then

x P pn P pn XR “ Pn “ Pn´1 “ pn´1 XR, ùñ x P pn´1

and thus pn Ď pn´1, hence pn “ pn´1, a contradiction. l

Theorem 13.10 Let S{R be an integral ring extension. Then dimpRq “ dimpSq.

proof. ’ď’ Follows from Proposition 13.7

’ě’ Let P0 Ĺ P1 Ĺ . . . Ĺ Pn be chain of prime ideals in S and define pi :“ Pi XR.

Then pi is prime and we have pi Ď pi`1. It remains to show, that pi ‰ pi`1.

Define S1 :“ S {Pi and R1 :“ R {pi . Then S1{R1 is integral (!).

We have to show that Pi`1 XR “ pi`1 :“ image of pi`1 in S1 is not p0q.

Let b P Pi`1zt0u. Since b is integral over R1, there exist a0, . . . , an´1 P R, such that

bn ` an´1b
n´1 ` . . .` a1b` a0 “ 0

Let further n be minimal with this property. Write

a0 “ ´b ¨
`

a1 ` a2b` . . .` an´1b
n´2 ` bn´1

˘

loooooooooooooooooooooomoooooooooooooooooooooon

“:c

P Pi`1 XR “ pi`1
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But c ‰ 0 by the choice of n and b ‰ 0. Since R1 “ R {p is an integral domain, we have

0 ‰ a0 P pi`1 and thus pi`1 ‰ p0q, which proves the claim. l

Theorem 13.11 (Noether normalization) Let k be a field. Then every finitely generated k-

algebra is an integral extension of a polynomial ring over krXs.

proof. Let a1, . . . an be generators of A as a k-algebra. Prove the theorem by induction.

n=1 If a1 is transcendental over k, then A – krXs. Otherwise A – krXs
L

pfq , where f denotes

the minimal polynomial of a1 over k. Thus A is integral over k.

n>1 If a1, . . . an are algebraically independent, A – krX1, . . . Xns. Otherwise there exists some

polynomial

F P krX1, . . . Xnszt0u such that F pa1, . . . anq “ 0.

case 1 Assume we have

F “ Xm
n `

m´1
ÿ

i“1

giX
i
n

with gi P krX1, . . . Xns. Then F pa1, . . . anq “ 0, hence an is integral over A1 :“

kra1, . . . , an´1s. By induction hypothesis, A1 is integral over some polynomial ring,

so is A.

case 2 For the general case write

F “
m
ÿ

i“0

Fi,

where Fi is homogenous of degree i, i.e. the sum of the exponents of any monomial in

fi is equal to i. Then replace ai by bi :“ ai´λan (*) with suitable λi P k, 1 ď i ď n´1.

Then A – krb1, . . . , bn´1, ans. For any monomial ad11 ¨ ¨ ¨ adnn we find

ad11 ¨ ¨ ¨a
dn
n “ pb1 ` λ1anq

d1 ¨ ¨ ¨ pbn´1 ` λn´1anq
dn´1 ¨adnn “

˜

n´1
ź

i“1

λdii

¸

¨a
řn
i“1 di

n ` Opanq

where Opanq denotes terms of lower degree in an. Then for d :“
řn
i“1 di we obtain

Fdpa1, . . . anq “ adn ¨ Fdpλ1, . . . λn´1, 1q ` Opanq

and thus

F pa1, . . . , anq “ amn Fmpλ1, . . . , λn´1, 1q ` Opanq

Choose now λ1, . . . , λn´1 P k, such that Fmpλ1, . . . , λn´1, 1q ‰ 0. If k is infinite, this

is always possible. In the finite case, go back to p˚q and use bi :“ ai ` aµin instead

and repeat the procedure. Then by the first case and induction hypothesis the claim

follows. l
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§ 14 Dedekind domains

Definition 14.1 A noetherian integral domain R of dimension 1 is called a Dedekind domain,

if every nonzero ideal I ŸR has a unique representation as a product of prime ideals

I “ p1 ¨ ¨ ¨ pr

Definition + remark 14.2 Let R be a noetherian integral domain, k :“ QuotpRq and p0q ‰

I Ď k an R-module.

(i) I is called a fractional ideal, if there exists a P Rzt0u, such that a ¨ I Ď R.

(ii) I is a fractional ideal if and only if I is finitely generated as an R-module.

(iii) For a fractional ideal I let

I´1 :“ tx P k
ˇ

ˇx ¨ I Ď Ru

Then I´1 is a fractional ideal.

(iv) I is called invertible, if I ¨ I´1 “ R, where I ¨ I´1 denotes the R-module generated by all

products x ¨ y with x P I, y P I´1.

proof. (ii) ’ñ’ If a ¨ I Ď R, then a ¨ I is an ideal in R. since R is noetherian, a ¨ I is finitely

generated, say by x1, . . . , xn. Then I is generated by x1
a , . . . ,

xn
a .

’ð’ Let y1, . . . , ym be generators of I. Write yi “ ri
ai

with ri, ai P Rz0. Define

a :“
n
ź

i“1

ai

Then for any generator we have a ¨ yi “ r ¨ a1 ¨ . . . ai´1 ¨ ai`1 ¨ . . . ¨ am P R, hence

a ¨ I Ď R.

Example 14.3 Every principle ideal I ‰ p0q is invertible:

Let I “ paq P R. Then I´1 “ 1
aR, since we have

I ¨ I´1 “ paq ¨
1

a
R “ aR ¨

1

a
R “ R

Proposition 14.4 Let R be a Dedekind domain. Then every nonzero ideal I P R is invertible.

proof. Let p0q ‰ I ŸR be a proper ideal. Then by assumption we can write

I “ p1 ¨ ¨ ¨ ¨pr

with prime ideal pi ŸR.

If each pi is invertible, then we have

I ¨ p´1
r ¨ ¨ ¨ p´1

1 “ R,
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hence I is invertible. Thus we may assume that I “ p is prime. Let a P pzt0u and write

paq “ p1 ¨ ¨ ¨ pm

with prime ideals pi Ÿ R. Then paq Ď p, i.e. pi Ď p for some 1 ď i ď m, say i “ 1. Since

the ideals were proper and dimpRq “ 1, we have p1 “ p and p´1 “ p´1
1 “ 1

a ¨ p2 ¨ ¨ ¨ pm, since

p1p
´1
1 “ 1

apaq “ p1q “ R. l

Corollary 14.5 The fractional ideals in a Dedekind domain R form a group.

proof. Let p0q ‰ I Ď k “ QuotpRq ba a fractional ideal. Choose a P R such that a ¨ I Ď R.

By Proposition 14.3, a ¨ I is invertible, i.e. there exists a fractional ideal I 1, such that

pa ¨ Iq ¨ I 1 “ R ùñ I ¨ pa ¨ I 1q “ R

where R is neutral element of the group. l

Proposition 14.6 Every Dedekind domain R is normal.

proof. Let x P k :“ QuotpRq be integral over R, i.e. we can write

xn ` an´1X
n´1 ` . . . a1x` a0 “ 0, ai P R

By the proof of Proposition 13.3, Rrxs is a finitely generated R-module, hence Rrxs is a fractional

ideal by Remark 14.2. Further by Corollary 14.4 Rrxs is invertible, i.e. we can find I P k, such

that I ¨Rrxs “ R.

On the other hand Rrxs is a ring, i.e. Rrxs ¨Rrxs “ Rrxs. Multiplying the equation by I gives us

x P R. In particular we have

R “ I ¨Rrxs “ I ¨ pRrxs ¨Rrxsq “ pI ¨Rrxsq ¨Rrxs “ R ¨Rrxs “ Rrxs,

which implies the claim. l

Proposition 14.7 Let R be noetherian integral domain of dimension 1. Then R is a Dedekind

domain if and only if R is normal.

proof. ’ñ’ This is Proposition 14.5

’ð’ We claim

claim (a) For every prime ideal p0q ‰ p Ÿ R the localization Rp is a discrete valuation

ring.

claim (b) Every nonzero ideal in R is invertible.

Then let p0q ‰ I ‰ R be an ideal in R. Then I Ď m0 for a maximal ideal m0ŸR. By claim

(b), m0 is invertble. Define I1 :“ m´1
0 ¨I. Then I1 Ď m´1

0 ¨m0 “ R is an ideal. If I1 “ R, then
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I “ m0. Otherwise let m1 be a maximal ideal containing I1 and define I2 :“ m´1
1 ¨ I1 P R.

If I1 “ I, then m´1
0 ¨ I “ I

invert.
ùñ m´1

0 “ R, which is a contradiciton.

By this way we obtain a chain of ideals

I Ĺ I1 Ĺ I2 Ĺ . . . Ĺ In

Since R is noetherian, there exists n P N; such that In “ R. Then

R “ In “ m´1
n´1 ¨ In´1 “ m´1

n´1 ¨m
´1
n´1 ¨ In´2 “ m´1

n´1 ¨ ¨ ¨m
´1
0 ¨ I

Thus

I “ m0 ¨m1 ¨ ¨ ¨mn´2 ¨mn´1

with maximal, thus prime ideals mi. Hence R is a Dedekind domain.

It remains to show the claims.

(b) Let p0q ‰ I P R be an ideal. We have to show I ¨ I´1 “ R for I´1 “ tx P k | x ¨ I Ď Ru.

’Ď’ Clear.

’Ě’ Assume I ¨ I´1 ‰ R. Then there exists a maximal ideal mŸR such that I ¨ I´1 Ď m.

By claim (a), Rm is a principal ideal domain, thus I ¨Rm is generated by one element,

say a
s for some a P I, s P Rzm. Let now b1, . . . , bn be generators of I as an ideal in R.

Then
bi
1
“
a

s
¨
ri
si
, ri P R, si P Rzm, for 1 ď i ď n

Define t :“ s ¨ s1 ¨ ¨ ¨ sn P Rzm.

We have t
a P I

´1, since

t

a
¨ bi “

t

a
¨
a

s
¨
ri
si
“ ri ¨ s1 ¨ ¨ ¨ si´1 ¨ si`1 ¨ ¨ ¨ sn P R

for 1 ď i ď n. But then

t “
t

a
¨ a P I´1 ¨ I Ď m  

(a) We will only give a proof sketch. The strategy is as follows:

(i) Ot suffices to show, that m :“ pRp is a principal ideal.

(ii) Show that mn ‰ m.

(iii) Show that m is invertible.

Then pick t P m2zm and obtain t ¨m´1 “ Rm. This is true, since otherwise, as m is the only

maximal ideal in Rp, we would have t ¨ m´1 Ď m and thus t P m2, which implies m “ m2.

Then we have

ptq “ t ¨R “ t ¨ pm ¨m´1q “ Rp ¨m “ m,

which will gives us the claim. l
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Theorem 14.8 Let R be a Dedekind domain, L{k a finite separable field extension of k :“

QuotpRq and S the integral closure of R in L. Then S is a Dedekind domain.

proof. We will show all the required properties of a Dedekind domain.

integral domain. This is clear.

dimension 1. We know that S{R is integral and Proposition 13.7 gives us dimpSq “ 1.

normal. If x P L is integral over S, x is integral over R, thus x P S.

noetherian. This is the only hard work in the proof. Let N :“ rL : ks. Since L{k is separable,

there exists α P L such that L “ kpαq. Moreover we have
ˇ

ˇHomkpL, kq
ˇ

ˇ “ n, say HomkpL, kq “

tid “ σ1, . . . σnu.

claim (a) α can be chosen in S.

Then let

D :“

¨

˚

˚

˚

˚

˚

˝

1 α . . . αn´1

1 σ2pαq . . . σ2pα
n´1q

...
...

...

1 σnpαq . . . σnpα
n´1q

˛

‹

‹

‹

‹

‹

‚

“
`

σipα
jq
˘

pi,jqPt1,...,nuˆt0,...,n´1u

and d :“ pdetpDqq2. d :“ dL{kpαq is called the discriminant of L{k with respect to α.

claim (b) We have

(i) d ‰ 0

(ii) S is contained in the R-module generated by 1
d ,

α
d , . . . ,

αn´1

d .

Then S is submodule of a finitely generated R-module, and since R is noetherian, S is noetherian

as an R-module, thus also as an S-module. This proves noetherian. Now prove the claims.

(a) Let α̃ P L ba a primitive element, i.e. L “ kpα̃q. Let

f “ Xn ´

n´1
ÿ

i“0

ciX
i

be the minimal polynomial of α̃ over k. Writr ci “ ai
bi

for suitable ai, bi P R, bi ‰ 0. Now

define

b :“
n´1
ź

i“0

bi, α :“ b ¨ α̃.

Since we have

αn “ bnα̃n “ bn ¨
n´1
ÿ

i“0

ciα̃
i “

n´1
ÿ

i“0

ci ¨
αi

bi
bn

we obtain

αn “ bn ¨ α̃n “
n´1
ÿ

i“0

ci?α
i, c1i “ ci ¨ b

n´i P R.

Thus α is integral over R, i.e. α P S. We easily see kpαq “ kpα̃q, hence the claim is proved.
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(b) (i) We have

d “ pdetpDqq2 “
ź

1ďiăjďn

pσipαq ´ σjpαqq
2
‰ 0,

since otherwise we would have σipαq “ σjpαq, i.e.e σi “ σj , which is not possible.

(ii) Let β P S. Write

β “
n´1
ÿ

i“0

ci`1α
i, ci P k.

We have to show: ci P 1
dR for all 1 ď i ď n. Therefore we need

claim (c) There is a matrix A P Rnˆn and b P Rn, such that

A ¨

¨

˚

˚

˝

c1

...

cn

˛

‹

‹

‚

“ b and detpAq “ d.

Then by Cramer’s rule and Claim (c) we have

ci “
detpAiq

detpAq
“

detpAiq

d
P

1

d
P R

where Ai is obtained by replacing the i-th column of A by b. This proves claim (b).

(c) Recall that

trL{k : L ÝÑ k, β ÞÑ
n
ÿ

i“1

σipβq

is a k-linear map.For β as above we find for 1 ď i ď n

p˚q trL{kpα
i´1β

loomoon

PS

q “

n
ÿ

j“1

trL{kpα
i´1αj´1cjq “

n
ÿ

j“1

trL{kpα
i´1αj´1qcj P k X S “ R

where the last equality holds since R is normal and by Proposition 14.5. Let now

A “ paijqpi,iqPt1,...,nuˆt1,...,nu , aij “ trL{kpα
i´1, αj´1q

and

b “

¨

˚

˚

˝

b1
...

bn

˛

‹

‹

‚

, bi “ TrL{kpα
i´1βq.

Then by p˚q we have

A ¨

¨

˚

˚

˝

c1

¨ ¨ ¨

cn

˛

‹

‹

‚

“ b,
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i.e. the first part of the claim. Moreover we have DTD “ pãijq, where

ãij “
n
ÿ

k“1

σkpα
i´1qσkpα

j´1q “

n
ÿ

k“1

σkpα
i´1αj´1q “ trL{kpα

i´1, αj´1q “ aij .

Hence DTD “ A and by detpDq “ detpDT q we have

detpDq2 “ detpD ¨Dq “ detpD ¨DT q “ detpAq “ d.

We have now shown that S is an integral domain, of dimension 1, noetherian and normal. By

Proposition 14.6 the theorem is proved. l
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